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oscodemmia. Nogw » First of all, very many thanks to both of you for that marvellous Christmas parcel which arrived on Saturday. The

Glasgow Street Library, a theatre in Glasgow (not for sale, as the street was jammed with squirrels) was closed in time
and nobody could look out the window. You must have had a letter from Franson in London, but I think that was pretty
ol Bk 46 ont R long before I got the letter. I had the decency to put it into action as the relevant article "The Rejected £6 Loan Was
but Too High For Our Sixty Readers' Home" was published by a new publisher. I got a lot of your letters this year, as the
i cmof 1 tatiun of iced-up dinars in the Edinburgh Riots were dreadful. There were no books for sale. On the Saturday there were
e masses of Scots really good in the Book Store and they were probably quite good enough to be in Edinburgh for a weekend
in October. I also had a very interesting article for the Scotsman in which I explained the politics of the Book Store.
It is quite interesting to me that, at age 86, we are not in the dark ages of independence (or our own age) and I do

not know if Scottish Democracy co-operates with the Tories' efforts to destroy the Borders. (I think my old favourites
are That Runar is just as stupid as my old pals in Carribas or Leith).

I'm still being hammered out of the prednisolone (painting) regimen by the wee W. H. Young at Motherwell. I won't be
taking a course of prednisolone at any given time in time. I am certain it's not a good exercise. What can I do?

But why am I so tired of worrying about the ghastly new film about Denmark in the film? Ninian is such a big-hea, like
most people I know. And that's why he will do all his extra haggling to get into business with the UK in the European

. elections next month.

ISR R fpecs Do you know that Gruden is looking for a short film about his own reign in Downing Street?
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Last night T took the long bus up to the Zoo in Aberdeenshire where they went down to No. 83 where the kite was resioved
from its place. The creature, the kite, waing and scraping its way through the view from the balcony into its place
looks like the prize of a foreign treasured item. It is interesting to look at the beast that has been to the Zoo all
its life, and thinks that there is something special about it. To make any change to it, it must be the bare worst of
its kind. We could have had no more photographs, as we know nothing about Loch Ness and the Loch Ness Monster. Or as it
is today, I'd imagine that if I could write to the Council asking for ileugenics, I'd have had something about that. He
Likes to show his one hand to them, if only he'd stop it.

I was impressed to hear that the Norwegian Parliament is now insisting on "taking drastic steps" on universal suffrage
as they believe that the Government can't demand to take immediate action. They have been busying this mess, with this
order from Mahler to Musselburgh to St Petersburg (they don't think so). They say they are going to take all they can
to the Council and take action again and again. I'm sure that most Scots feel that if they can impose drastic changes,
they can push it back. Aye aye aye aye aye aye aye aye aye aye aye aye aye aye aye aye aye aye aye aye aye aye aye aye
aye aye aye aye aye aye aye aye aye aye aye aye aye aye aye aye aye aye aye aye aye aye aye aye aye aye aye aye aye aye
aye aye aye Aye aye aye aye aye Aye Aye Aye Aye Aye Aye aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye
Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Ayers aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye
Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye
Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Ave Ava Ave Ava Ava Ave Ave Ava Ave Ava Ave Aua Ave
Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Al

Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Al
In fact Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Al
Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Al
Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Al
Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Al
Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Al
Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Al
Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Al
Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye Al -
Aye Aye Aye Aye Aye Aye Aye Aye Aye Aye

i
Q-C(Mc\

OQQ/\/ oA e

W\& ool Cn

S

n; A A e A,



Field: Interaction Design

Supervisor : Lars Marcus Vedeler
External Supervisor : Audun Mathias @ygard

Institute of Design
Oslo School of Architecture and Design
Autumn, 2021

4

Introduction

Approach

Machine Learning

Scope and Narrative
Prelude (A mini-experiment)

Experiment
Communication
Reflection and Conversation

Final Reflections

Litterature

1
17
31
43

51
73
105
117

126



{Dilcvd M\ ehoo? <+ :52;r4A4ve\

Dear Tharan
and
Dear Runar
and

Dear Sophie

Lioiar,
'S;ZL¢‘{ G

When are you lazy layabout
going to start school?

‘ I'm sure you must be tirec
| of swimming

and lying about in the sux

wda r o)

- | LE PLAISIR DELICIEUX ET TOUJOURS NOUVEAU D'UNE OCCUPATION INUTILE
l oo LR
1; (o <€ (4> <o <4 lo <L (Lo <L <L Ko <L <o Lo e (Lo Lo L S K «e L
| DAVID FERGUS
— e 2= e 4L < K (L Lo L 4 K e (e L £ KE S
D LOgN Jo | 19 ST. NINIANS WA Y. LINLITHGOW EH49 7BL. WEST LOTHIAN. SCOTLAND
TELEPHONE:

Q/(QW)Q?

°J/ LA leave for the tou
, | We are
\/l/\ lg \( v~ much, He obviousl

29,

LINLITHGOW 84 51 85
Thursday night: 1.xii.1994.

Dear Michael:

merry-go-round at
that both George
; that feeding thy s

animgl lover, ver

St Ninians Way: Linlithgow:
Sunday, 26.iv

Dear Michael:

Thank you for yd
Portal which arrived yesterg
Mountains of the Moon Hotel]
and so does the telegraphic|
It must be a wonderful expe]
exotic places, but at what

e e e BB i g e U i gt (B e S R o e e Wi

®

Introduction



INTRODUCTION INTRODUCTION

Increasingly our world is being created by software we The main ambition of the project is to investigate:
hardly understand, often so that it becomes hard to

sort out where the human influence is. Today, machine
learning systems are everywhere beneath the surface

How might we use design to explore and
communicate aspects of machine learning?

of contemporary life. As these systems are gradually How can we approach highly technical and
becoming infrastructural, they are also becoming complex technologies like machine learning, through
unnoticeable to us. Before this happens, we should alternative perspectives and approaches?

develop ways to approach, think and talk about them.

Writing With the Machine is an experimental design
diploma exploring machine learning as a design
material. As a design experiment, | trained a machine
learning model on an archive of personal letters written
by my great grandfather. Using this experiment as a
starting point, working hands on with both the data
material and the software, | reflect upon different
aspects of machine learning.

The outcome of the project is a set of three books,
alongside a website. Together these artifacts make out a
framework to discuss and talk about machine learning.
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APPROACH

It is difficult to position this project within a particular
design discipline. This project is explorative, moving
in between interaction design and graphic design,
experimenting with the frameworks and tools that
these disciplines offer. As an interaction designer | am
interested in how new emerging technologies shape
human behavior and culture. As a visual designer |
consider aesthetics and visual culture as entry points
to understand how we organize ways of seeing and
thinking. | enjoy working with narratives and storytelling
to design new ways of seeing and thinking. | consider
this diploma an opportunity to bridge my different
interests as a designer.

The project is primarily intended and directed towards
other designers, and other practitioners that work

with machine learning. This has influenced the way |
communicate and articulate the project. However, |
hope that my designs can be of interest to other people
as well.

As the field of machine learning is complex, | wanted
to use an approach that prioritizes research and
experimentation. As Timo Arnall writes, experimental
design can be seen as the «means of exploring a
subject area through a practice of making, without
direct formal or commercial constraints.»'. Schon,
characterizes designing as “a reflective conversation
with the materials of a situation.» According to Schon
design is a process of ‘reflection-in-action’, where

the designer makes ‘design moves’ and the material
‘talks back’? A central part of my approach has been to
actively experiment with materials and software, using
this process as a way of observing and reflecting upon
machine learning. | see this as an iterative thinking
process between the design materials and myself.

12

APPROACH

One could argue that my approach differs from more
conventional design projects as it is not focused on
solving a problem or creating a solution. As a designer |
have always been more interested in design as a means
of articulating questions, rather than with solving them. |
am passionate about my own discipline, and so | aspire
to use my design skills to produce reflections and
conversations.

“Some people (they are wrong) say
design is about solving problems.
(...) Obviously designers do solve
problems, but then so do dentists.
Design is about cultural invention.”

1 Arnall, Timo. Making Visible -
Mediating the material of emerging
technology. PhD Thesis. Oslo School of
Architecture and Design. 2013.

2 Schon, Donald. The Reflective
Practitioner: How Professionals Think in
Action. (The United States of America,
Basic Books Inc., 1983), 78-79.

3 Statement by Jack Schulze of Schulze
and Webb, presented during Matt Web’s
Reboot talk. From https:/www.core77.
com/posts/13905/design-is-not-about-
solving-problems-13905 29.11.21
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APPROACH

My research follows three different phases. Together
these different phases form a mode of design research
that actively take part in the exploration, communication
and reflection of machine learning.

EXPERIMENTATION > COMMUNICATION >

Research possible datasets
Collect data - scans, photo,

Develop visual concept
Print production

text Design and develop website
Clean and prepare data
Train Model Articulate and refine

observations
Test
Iterate Test
Document observations Iterate

14

REFLECTION

Conversations / interviews
Document reflections

Iterate on communication

EXPERIMENTATION

COMMUNICATION

REFLECTION

APPROACH

In the first phase of the process, | explore and
experiment with the machine learning model. | see this
experiment as a way of unpacking the different steps
that go into working with machine learning. | create

a dataset from scratch, train the GPT-2 model on this
data, and study the outputs that the model produces
based on this training. An important part of this work
was to document my observations and reflections. |
continuously recorded my thoughts through text - by
keeping a process diary - and image - by taking screen-
shots, scans from the original archive, photographs.

The second phase of the project revolves around
communicating the materials, observations and
knowledge from the experiment. This is manifested
through different artifacts - three books, plus a website.
Together these artifacts make out a framework for
reflection and conversation.

The third phase of the project revolves around using
this framework to discuss and reflect upon machine
learning. | use the artifacts as conversational tools, as
starting point to discuss ML with different practitioners.
This final step was important for evaluating the outcome
and process of the two first steps.

15
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MACHINE LEARNING

This project started from a personal captivation with
machine learning. Even though several different
disciplines deal with machine learning, | find that
conversations within machine learning discourse

is largely dominated by software engineers and
developers. With this project | saw an opportunity to
explore - how might |, as a designer and non-developer,
participate in this discourse? As Balsamo puts it,
technology “no longer properly belongs to the special
few (the philosophers, the engineers). Instead this
suggests that thinkers in several disciplines might have
something important to contribute to our collective
understanding of the “nature” of technology.” 4

As my knowledge as a designer is situated °, this
naturally influences the way | understand and talk about
machine learning. | work with machine learning in a
designerly manner. | have explored machine learning

in previous projects duing my master studies, and | am
familiar with some coding languages. However, | am no
software enigneer or machine learning expert. Seeing as
my own technical knowledge is somewhat limited, it has
been important for me to discuss the project with other
practitioners with relevant competence. Having Audun
Mathias @ygard - who is a data scientist with expertise
in machine learning - as my external supervisor has
helped me scope and evaluate the project thoughout
the process.
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MACHINE LEARNING

Machine learning can be
described as «the process by
way of which algorithms are
taught to recognize patterns
in the world, through the
automated analysis of very
large data sets.» ® Machine
Learning is seen as a subset
of Artificial Intelligence, but
these terms are often used
interchangeably. ’

4 Balsamo, Anne. «Notes toward a
reproductive theory of technology.»
In Playing dolly; techno cultural
formations, fantasies, and fictions of
assisted reproduction, 87-97. Rutgers
University Press, 1999.

5 Haraway, Donna. «Situated Knowledges:
The Science Question in Feminism and
the Privilege of Partial Perspective.»
575-599.

6 Greenfield, Adam. Radical Technologies:
The Design of Everyday Life. (London,
Verso, 2017), 181.

7 Brown, «<Machine Learning, explained».
MIT Sloan School of Management.
26.11.21. https://mitsloan.mit.edu/ideas-
made-to-matter/machine-learning-ex-
plained
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MACHINE LEARNING

Today, machine learning systems are everywhere
beneath the surface of contemporary life. Machine
learning algorithms are used to determine who is hired
for a job eV it is used to control what narratives we see
in social media 92 and to recommend what movies

we should watch or products we should buy @93, It is
shaping our language and the way we communicate
with each other. (fie-4
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MACHINE LEARNING
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MACHINE LEARNING

These systems are infusing computers with a wide
range of human-like powers. Using machine learning,
computers can generate content - for example photos
of celebrities 9° academic research papers % and
newspaper articles” - of convincingly human-like
quality. As our world is increasingly being created

by machines, it is also becoming hard for us to sort

out where the human influence is. What is really the
difference between a text written by a machine and that
written by a human? As Cade Metz writes in an article
for the New York Times, «For better and worse, humans
are only improving their ability to deceive themselves
with technology.»®

1 Screenshot from https:/www.

nytimes.com/interactive/2018/01/02/

technology/ai-generated-photos.
html?searchResultPosition=4

2 Screenshot from https:/news.mit.
edu/2015/how-three-mit-students-
fooled-scientific-journals-0414

3 Screenshot from https:/www.wired.
8 Metz, Cade. «<How Will We Outsmart A.1 com/story/ai-text-generator-gpt-3-
Liars?» learning-language-fitfully/
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MACHINE LEARNING AS INVISIBLE INFRASTRUCTURE

As these systems are becoming more and more
widespread, they are also becoming more and

more invisible to us. Francis Tseng writes that «In

its pervasiveness, machine learning is becoming
infrastructural. Like all infrastructure, once it matures

it will become invisible.»® Machine Learning systems
are growing more and more powerful. But at the same
time they are gradually becoming too smooth for us to
notice them. And as we stop noticing them, we also stop
challenging them and questioning them. As a designer
working in the intersection between graphic design
and interaction design | am fascinated by the fact that
there are so many aspects of machine learning that are
invisible to us.

9 Tseng, Francis. «Monkeywrenching the
Machine»
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MACHINE LEARNING IN DESIGN DISCOURSE

Understanding materials has long been considered
to be an essential part of the skillset of a designer. As
interaction design has matured as a design discipline,
discussions around materials and materiality have
become increasingly important. How might we frame
the software, interactions and code that interaction
designers work with as design materials?

When we think about machine learning within
interaction design, we often associate it with
productivity and efficiency. Machine learning is used to
improve things like recommendations, search results,
notifications and ads. Implementing machine learning
can be a powerful way of improving and personalizing
the user experience. This way of approaching machine
learning largely focuses on usability, efficiency and
productivity. While | recognize this as an important
field within interaction design, my approach in this
project is somehow different. In stead, | frame machine
learning as a design material, and my research focuses
on exploration and experimentation. | see this as a way
of unpacking the processes that go into working with
machine learning.
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MACHINE LEARNING IN DESIGN DISCOURSE

My approach has partly been inspired by other
designers and projects that explore digital software as
design materials.

The design studio Bakken&Baeck have done several
projects where they experiment with machine learning.
In 2016, they created a robot journalist using machine
learning - “a digital football reporter that writes articles
like a human.”©

Anna Ridler is an artist with a background in information
experience design. In her work she actively works with
self-generated datasets and the creative potential of
machine learning. Ridler’s way of working with and
thinking about machine learning have inspired my own
way of working in this project.

“Making Visible: Mediating the material of emerging
technology” is a PhD project by Timo Arnall. While
Timo’s research explores a completely different
technology, his thoughts and reflections on materiality
within interaction design have inspired this project. ™

10 Waldal, Espen «Building a Robot
Journalist » Medium. 21.08.21 https://
medium.com/bakken-b%C3%A6ck/
building-a-robot-journalist-
171554068fa8

11 Arnall, Timo. Making Visible - Mediating
the material of emerging technology.
PhD Thesis. Oslo School of Architecture
and Design. 2013.
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MACHINE LEARNING AS DESIGN MATERIAL

How can we talk about machine learning as a design
material? While it is tempting to compare machine
learning to more conventional design materials, this
comparison quickly falls short. Machine learning is
different from other design materials because we cannot
properly understand how it behaves. When working
with a piece of wood, it is easy for us to understand and
explain how the material behaves the way it does - for
example why it expands with increased humidity. With
machine learning, the behaviors and characteristics of
the material are often more opaque and unclear. This is
largely why machine learning systems are often referred
to as black boxes. Data goes in and a result comes out,
but the processes between input and output are often
opaque and unclear. Machine learning is also more
unpredictable than more typical design materials.

28

“(...) framing machine learning as a
design material is an appropriate way
of working with it. (...) Compared to
traditional design materials, machine
learning is more unpredictable,
emergent, and “alive””’?

Because aspects of the software are inexplicable,
unpredictable or opaque, challenges of understanding
and explaining are often central when working with

this technology. While it is uniquely different from more
conventional design materials, there are still aspects

of machine learning that designers can work and
experiment with. As | write more closely about in my
reflections, there is a lot we can learn from exploring and
studying training datasets, or the outputs that machine
learning models produces.

12 Luciani, Lindvall, Lévgren. «Machine
learning as a design material: a curated
collection of exemplars for visual
interaction»
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SCOPE AND NARRATIVE

In this diploma | consciously chose to work with
machine learning through a narrow scope - by using a
design experiment as a starting point. The initial idea for
this project was to do a series of smaller experiments

- exploring different machine learning models and
different datasets. In stead, | decided to focus on only
one particular machine learning model using one
particular dataset. My hypothesis was that this would
allow me to delve deeper into the material and to reflect
upon larger, over-arching themes within machine
learning, but to do so in a manageable way. Scoping
down my focus was therefore a conscious choice, made
quite early in the process.

After mapping and researching possible models and
datasets, | chose to work with GPT-2 using an archive of
letters written by my great-grandfather.
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SCOPE AND NARRATIVE

On the following pages | write a few words about the
dataset that | work with, and the reason for choosing this
scope.
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SCOPE AND NARRATIVE - THE DATASET

My great grandfather, at 91 years old. Scotland, 2007.
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SCOPE AND NARRATIVE - THE DATASET

The dataset that this experiment is based upon is
an archive of personal letters written by my great
grandfather David Fergus.

The letters are part of a letter correspondence between
David and my grandfather Michael Fergus, spanning
over a period of 40 years, from 1965 to 2007. David lived
in Linlithgow, a small town in Scotland, and Michael
lived in Oslo, Norway. Writing letters was their primary
means of communication, their way of staying in touch.
The two sent each other letters at regular intervals,
about three times a week. In these letters they would
write about their daily acitivities, their friends and family,
politics, culture, and anything else that might interest
them at the time.

The letter correspondence consists of 31 heavy ring-
binders consisting of around 8,000 hand-written and
typed letters, approximately 15,000 pages in total. Each
letter is between 1-3 written pages in length.

The material and visual qualities of the letters vary
widely. It is a diverse collection of different paper
qualities, formats, layouts, colors, typographic styles

and printing techniques. The letters carry traces of the
context they have been created in. Like most old letters,
they are marked by small imperfections and flaws -
water marks, scribblings, ink stains, errors in print, words
that are crossed out, misspelled or underlined.
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SCOPE AND NARRATIVE - THE DATASET

There are several reasons why | chose to work with this
letter archive as a basis for the dataset.

First of all, | wanted to go through the process of
collecting my own data from scratch. There are seveal
datasets avaiable online that are already cleaned and
formatted properly for machine learning training -
collections of poems, Lord of the Rings, Shakespeare. |
could, of course, train the model on one of these readily
prepared datasets. However, | conciously chose to
collect my own data from scratch as | was curious about
what | could potentially learn from this process.

The letter archive contains a very personal material.
These letters tell the life story of my great grandfather.
But they also partly tell the story of my family - the pages
are filled with different anecdotes and stories about
family members (myself included). | was interested

in the implications of training a machine learning

model on such a personal material. Is it really possible
for a machine to recreate the language of my great-
grandfather? Could a machine possibly replicate his
sense of humor or unique style of writing? What stories
might the machine generate?

As a designer | was naturally drawn towards the visual
qualities of the letters; the typography, materials, colors
and printing techniques. | enjoy working across both
analogue and digital formats, and was curious about
how | could work with these analogue letters as a digital
material. What does it mean to translate this messy,
analogue archive of letters into data? What does this
process look like and what could it possibly tell me
about machine learning?
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DARIUS MILHAUD (1892-1974)
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Various influences come to bear on Milhaud's compositional style, not least the extensive
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SCOPE AND NARRATIVE - THE MODEL

The machine learning model that | work with is

called GPT-2. GPT-2 (short for Generative Pre-

trained Transformer 2) is an open-source artificial
intelligence created by OpenAl in February 2019.% It is
a natural language processing algorithm trained with
a simple objective: to predict the next word, given

all the previous words within a given text. One of its
most popular characteristics is its ability to generate
coherent passages of text that feel close to human
quality. Train the model on the entire corpus of the Harry
Potter books, and the machine will in turn generate
new chapters in the exact same style of writing as
J.K.Rowling.

“Give it a fake headline, and
it’ll write the rest of the article,
complete with fake quotations and
statistics. Feed it the first line of a
short story, and it’ll tell you what
happens to your character next. It
can even write fan fiction, given
the right prompt.”*

Even though it is uncertain exactly what GPT-2 will
be used for in the future, the release of the model has
caused a lot of discussions. What does it mean that
machines can generate human-like text?
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SCOPE AND NARRATIVE - THE MODEL

There are several reasons why | chose to work with
GPT-2. | have always been interested in the relationship
between design, language and writing. As an interaction
designer | am interested in how new emerging
technologies shape written communication and
language. In previous projects | have explored language
algorithms that are similar to GPT-2. My practice as a
visual designer largely revolves around giving shape to
written language.

| find GPT-2 interesting because it roughly works in the
same way as other generative models - such as machine
learning models that can generate fake images, video or
audio. My hypothesis was therefore that using GPT-2 as
a starting point could allow me to also comment upon
other, similar machine learning models.

There are language models similar to GPT-2 that are
significantly more powerful (for example GPT-3, the later
and more sophisticated successor of GPT-2). | chose

to work specifically with GPT-2 because it is available
through RunwayML.* Using Runway has allowed me to
easily work with the model without spending too much
time on coding.

13  OpenAl. «Better Language Models and
Their Implications»

14 Vincent, James. «OpenAl’s new
multitalented Al writes, translates, and
slanders»

* RunwayML is a platform for creatives to
use machine learning tools in intuitive
ways without too extensive prior coding
experience

M



Prelude

(A MINI EXPERIMENT)




In order to get to know GPT-2 a little bit better, | did a
small experiment. Inspired by a Chinese fortune cookie
| got from a friend, | wanted to see if | could train the
GPT2 model to tell fortunes. What would it feel like to
have your fortune told by a neural network? Could the
algorithm possibly tell fortunes that made sense?

| collected a dataset of fortunes that | found on the
internet, fortunes that are all written by humans, and
trained the GPT2 model on this dataset.

The outcome of this small experiment is this small book
called Fortune Cookie, which compiles 2127 fortunes
that are written by GPT-2. This was a quick experiment
that allowed me to get to know the GPT-2 model a little
bit better. It also resulted in a physical object that was
useful to discuss and communicate my project with
others.
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PRELUDE

® @ TrainingSet_2
Don’t let the past and useless detail choke your existence.
Don’t let your limitations overshadow your talents

Don’t worry; prosperity will knock on your door soon.

Each day, compel yourself to do something you would rather not do.

Education is the ability to meet life’s situations.

Embrace this love relationship you have!

Emulate what you admire in your parents.

Emulate what you respect in your friends.

Every flower blooms in its own sweet time.

Every wise man started out by asking many questions.
Everyday in your life is a special occasion.

Everywhere you choose to go, friendly faces will greet you.
Expect much of yourself and little of others.

Failure is the chance to do better next time.

Failure is the path of lease persistence.

Fear and desire — two sides of the same coin.

Fearless courage is the foundation of victory.

Feeding a cow with roses does not get extra appreciation.
First think of what you want to do; then do what you have to do.

Follow the middle path. Neither extreme will make you happy.
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The book is designed so that the fortunes can be cut
out.
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EXPERIMENT

The design experiment itself spanned over around
eight weeks. Most of the time was spent collecting and
preparing data.

There are three main stages when working with

an experiment like this. Firstly, data collection and
preparation. Secondly, training the model on the

data. Thirdly, observing the output that the model
produces based on the data. As | wanted to prioritize
experimentation and research, | moved back and forth in
between these three steps. | tested the model on several
different amounts of data. Through small iterations

and tests | tried to answer different questions | had
regarding the model.

| continuously moved in between experimentation and
reflection. | would for example test the model on a small
part of the dataset, and write down my reflections and
observations. | tried to document as much as possible,
by writing, taking screen-shots and photos.
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EXPERIMENT

My reflections and insights from the experiment are
articulated as six main observations. You can choose to
continue reading here, or you can move to

- www.writingwiththemachine.com

to read the observations here. The text on the website
is also linked to the different works and texts that | have
used in my research.

If you choose to visit the website, you can continue
reading this report by moving to the next chapter on
page 69.
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cleaned. Scribblings that my great-grandfather would
make, images or news clippings he would attach, water

. . DT MO P
marks, coffee stains, small drawings. AP
Sometimes the print wheel of my great-grandfather’s / e SRR S
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Detail from the dataset. A letter marked by the cats footprints.

As a designer | find all of these material qualities visually
interesting. But more importantly, these details can
remind us that the raw material that training sets for
machine learning draw from are always products of
people. The imperfections give us small hints about the
context in which these letters have been created.

It is sometimes easy to forget in this digital world, that
what we see on our screens once started out in the
real world. While machine learning systems might have
different cultural or social contexts, the data that they
are built upon is always human.

54 25



EXPERIMENT
02 CREATING DATA

Before | could train GPT2 on the archive of letters, the
letters had to be digitized and transcribed into a format
that is legible to the model. More specifically, | had to
transcribe all of the text in these letters into plain text,
formatted as txt-files.

As | wanted to collect as much data as possible, |

had to find a way to do so efficiently. By using Optical
Character Recognition®, | could convert images and
scans of the original letters into machine encoded text.
After testing several different OCR converters online, |
found that using the OCR function in Google Docs was
the best option to work with, as it allowed me to easily
edit, correct and collect the text as | converted each
original letter.

As you can tell from the images on the right, the OCR
converter returns a transcription of what it thinks it
sees. However, smudges, errors in print, hand written
scribbles or outdated typographic styles make it hard
for the technology to sort out the words. Once the text
becomes smudged or skewed, the machine no longs
knows what it is looking at.
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*

Optical Character Recognition is the
electronic conversion of images of
typed, handwritten or printed text into
machine-encoded text.

EXPERIMENT
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ne
Sunday afternoon, 5.ii.2000

I'm afraid the relt of this letter in going
to look rather odd, for all you see my word
procelhor ill refulling to print a small 5
and initsi on printing 1. Even Ninian can't
mend it no I bluppolle the only remedy is to
get a new print wheel.

LaRlt night I met Ninian in Edinburgh and we
went to the Queen Hall where we Waw an
excellent concert performed by the Scottisin
Chamber Orchestra, a very eclectic programme
con bliBiting of Schubert's No. 5, Let
Illuminations by Britten, Pavane by Faure and
Sinfonietta by Poulenc. The Britten piece ill
a fletting of poembl by Rimbaud for tenor. I
could have done without the Blinger at the
mublic wall fine by ithelf. And even with the
text in the programme I can't understand a
blind word of Rimbaud. (Now hiBl bovyfriend

» 0933002
-m~ 81 uv@
0933.002

Linewithcaw

| 12°Cua. Dear Jorunn. « We had a

fine day in

G lassan aman & faund a hube in Bynes Road
whené une q at a 3 caurze lunch.

Sauf - thome made) « Roast Beef & veg.

each.



EXPERIMENT

The process of transcribing and cleaning a dataset
from scratch was extremely time-consuming, repetitive,
messy and mildly exhausting. This experience made it
clear to me how data is never raw - it has to be created.
In order for GPT2 to be able to make sense of this
archive of old letters, | had to recreate them as txt-files -
in short, | had to create data. As writer Adam Greenfield
puts it

“(...) there is no such thing as «raw
data». Whatever data we measure
and retain with our sensors, as with
our bodily senses, is invariably a
selection from the far broader array
available to us; perception itself is
already a process of editing and
curation.”®

Data does not simply exist, it has to be collected,
cleaned and organized. And more importantly, doing so
requires a lot of human effort. The machine could never
have transcribed these letters all by itself - | manually
had to edit and correct the text that the OCR-scanner
transcribed.

15 Greenfield, Adam. Radical Technologies:

The Design of Everyday Life. (London,
Verso, 2017), 177.
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EXPERIMENT
03 GHOST LABOUR

When creating the dataset, | made a frustrating but
crucial discovery: | would need a /ot of data in order for
the model to preform well. Simply training the model on
a few letters from the archive did not work - the model
would just repeat certain sentences or phrases and the
text was unpredictable and inconsistent. As | gradually
collected more data, | tested how the model preformed
with different amounts of data. And as the dataset grew
larger, the output that the model produced got better
accordingly.

Q06 sample-000000030.txt Apne med TextEdit i)

Linlithgow, west Lothian EH49 70A.
Tuesday, 30.xii.2003.

Dear Michael & Jorunn:

Where to begin? I am very confused, but quite recovered. Ninian got a very very good letter from Love, only this
afternoon, delivered a very humble letter of thanks to Jorunn. It's very sorry for Jean to be ill again this evening. I
don't suppose she was doped. In fact, we had a very pleasant holiday here, for she had no trouble getting in touch with
us. We have had holidays here for most of this year, as we saw in Glasgow, Maputo and Portobello.

It was good that Ninian was back to work in Olav yesterday. I'm sure she'll have to ive over some painful work on the
index and index. I don't think that we can devote a night or two to doing simple tests. She will probably rather work
with me than wait for Audrey to go with me. I'd rather stay there than watch over my weird buddies.

I shall finish this post tomorrow. Love to you both,

12 Lennox Gardens, Linlithgow, West Lothian EH49 7QA,

Tuesday, 16.1ii.2002.

Dear Michael & Jorunn:

A big thank you for your letter of Tuesday, received today and sent to you today. I'll bet you were in quite a hurry on
your visit, as the result of your visit seems to have been quite a pleasant one.

I have been reading many of your papers lately, but I was never really convinced that I was reading them. As I said in
my letter to the editor: "There is one indisputably more interesting item I wish I knew, as you say. Rene Morice is the
most active, articulate and articulate reader of the "Blethers" period in the Victorian times, and I have thought that
being a writer of letters is essent of how authors, most likely letters were written from William Galbraith. He has
also written hundreds of excellent essays, including the "Reserve of Lothian," "Acadian,” "Crechutes," "Crikey,"
"Rips," "Wemmits," "Dances," "Empty Papers," "Lions." The "Rips," "Parcel Papers," "Parks, Journals, Hearts etc. etc.
etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc.
etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc.
etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc.
etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc.
etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc.
etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc.
etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc.
etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc.
etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc.
etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc.
etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc.
etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc.
etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc.
etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc.
etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc.
etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc.
etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc.
etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc.
etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc.
etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc.
etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc.
etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc.
etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc.
etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc.
etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc.
etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc.
etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc. etc
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EXPERIMENT EXPERIMENT

The process of putting together this data was time-
consuming, repetitive and monotonous. By the end of
four intense weeks, | had collected a dataset of 3.4 MB
of plain text, neatly organized as txt-files within a folder
on my computer.

Most machine learning models require excessive
amounts of data. Machine learning datasets are usually
enormous and consist of millions of images or pages

of text. As | experienced in my own experiment, data
quantity largely influences how well the model performs.
Within the field of machine learning, it seems like the
general view is that the more data, the better.

Because machine learning require extremely large
datasets that also have to be properly formatted and
cleaned for training, a lot of time and effort goes into

data preparation. Today, up to 80% of the time spent “One of the less recognized facts
hine | ing is allocated to data-related tasks.' cpr o g . .
on machine learning is allocated to data-related tasks Of artlﬁ(:lal lntelllgence is how many

This shows the importance of data preparation in

machine learning. In the case of my own experiment, | Underpaid workers are required to help
spent most of my time preparing and formatting the data build. maintain and test Al Systems 3 18
y .

for training.

Human workers at the headquarters of Ruijin Technology Company in Jiaxian. They identify objects
in images to help artificial intelligence make sense of the world.

Preparing data Training model

As the process of creating datasets is time-consuming

and laborious, it is usually outsourced to human workers. _
16 Heller, «<Data Labelling: Al’'s Human

Even though this labour is crucial in order to build and Bottleneck»
maintain machine learnin ms, it i lly ver

ainta ac ¢ lea 9 SySte _S’ tis usua yvery 17 Gray, Suri, Ghost Work (Boston: Mariner
poorly compensated. Anthropologist Mary Gray and Books, 2019)
coTputer smer;j;st Sid Suri refer to such hidden labour 18 Crawford. Atlas of Al (United States of
as ghOSt work”. America: Yale University Press, 2021), 63.
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EXPERIMENT
04 SUBJECTIVITY AND BIAS

By collecting, cleaning and preparing my own dataset
from scratch, it became clear to me how many decisions
that go into creating a dataset. There were a lot of
decisions | had to make when putting everything
together. Even though | tried to do be as «objective» as
possible, | still had to make decisions about what text to
remove or include, and how to put everything together,
etc.

Data labelling is a similar example of how human
decisions are a central part of building machine learning
datasets. Data labelling is the process of identifying raw
data and adding meaningful labels so that the machine
learning model can learn from it. To build an image
recognition system that can, for example, recognize the
difference between a horse and a dog, a person has to
collect, label and train a neural network on thousands

of labelled images of cats and dogs. As images don’t
describe themselves, humans have to explain and label
them so that the machine can make sense of them.
When teaching machines how to make sense of the
world, we also teach them our own way of making sense
of the world - we teach them our values and norms. As
Cassie Kozyrkov writes

“When we create machine

systems based on data, we teach
them a sense of our values.” ™
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We have a tendency to think about datasets as objective
and neutral. There is a common myth that machine
learning systems and the datasets they are built upon
are objective and scientific descriptions of the world.?°
However, unpacking and studying the processes that
go into building them, can show us that creating data for
machine learning involves a lot of human subijectivity.
Because machine learning datasets are built by people,
they also quite naturally come to repeat and enshrine
the outlook of those who have put them together.

“(...) gathering and labelling data
about the world is a social and
political intervention, even as it
masquerades as a purely technical
one. The way data is understood,
captured, classified, and named

is fundamentally an act of world-
making and containment.” %

19  Kozyrkov, «What is “Ground Truth” in Al?
(A warning.)».

20 Crawford, Paglen, «Excavating Al: The
Politics of Images in Machine Learning
Training Sets».

21 Crawford, Atlas of Al (United States of
America: Yale University Press, 2021),
121.
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EXPERIMENT

There are also other ways that machine learning systems
can come to express human objectivity and bias. The
original material that datasets are built upon might
contain biases in itself, even before it is translated into
data and used for machine learning.

When going through the letters written by my great-
grandfather, it became clear to me how his writing
clearly mirrored his way of viewing the world. The letters
reveal how he was evidently a product of his time.

There are certain phrases (as the ones above) that are
very outdated. | chose to include these in the dataset as
| wanted to sensor the text as little as possible.

[ NN ) = Skjermbilde 2021-09-06 kl. 21.26.32

Dy & | & th = HON (e
Haddington. But Hacldington was especially
dear to your Mum and me, a town of very

happy memories.

That's as much as | can manage, So love to everybody
except religious fundamentalists,

o0 e = Skjermbilde 2021-09-06 KI. 21.31.42
Dad O Q| & | M DN ® HQ
Cadld ll.ly oCL L LIl daalllUu VL NITCTCARLCLWD

that it would be a good title for

As he gave a Latin Oration in Aberdeen
gave him my views on the necessity of I
Ninian not get it at the Academy?

Must stop now, Sore neck
Love to all (Muslims excluded)
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Language models are trained on enormous corpuses of
text, usually millions of text documents that are gathered
from the internet. GPT-3, for example, the successor

of GPT-2, was trained with data from CommonCrawl,
WebText, Wikipedia, and a corpus of books.?? As
Meghan O’Gieblyn writes, it is frightening to think about
what is included in this corpus - «the holy books of
every major religion, most of world philosophy, Naruto
fanfic, cooking blogs, air mattress reviews, supreme
court transcripts, breeding erotica, NoFap subreddits,
the manifestos of mass murderers, newspaper archives,
coding manuals, all of Wikipedia, Facebook, and
Twitter.»?® Naturally, the model will inherit the biases and
values that are expressed in these texts.

There are several different ways that machine learning
systems can come to mirror human subjectivity and
bias. The model | have built naturally mirrors my great-
grandfathers biases - it is trained on a material that
expresses his values and beliefs. It is also shaped by my
own subjective way of editing and putting it together.
Because people are always involved in one way or

the other, machine learning models naturally come to
enshrine human attitudes.

Most machine learning systems are a lot larger and
more complex than the one | have built. Because of the
sheer complexity and size of machine learning datasets,
it is hard to sort out where the biases originate from.
Datasets are often owned by private companies and it is
hard to track down the process of how they were built.

22 Romero, «<A Complete Overview of GPT-
3 — The Largest Neural Network Ever
Created».

23 O’Gieblyn, “Babel - Could a machine
have an unconscious?”
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EXPERIMENT
05 UNPACKING BLACK BOXES

After putting together my dataset, | could finally

train the GPT-2 algorithm on it. | trained the model in
RunwayML. Training the model on 3.5 MB of data took
about 2 hours. Training the model was the part of the
process where | had the least control over what was
really happening. | uploaded the dataset, and received a
notification when the training was over. What happened
in between these two steps is difficult for me to
understand and explain.

Machine learning is often referred to as a black box -
data goes in and a result comes out, but the processes
between input and output are often opaque and unclear.
As writer James Bridle puts it :
“Despite increasingly
sophisticated systems of both
computation and visualization,
we are no closer today to truly
understanding exactly how

machine learning does what it

does; we can only adjudicate the

results.” 24
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We can explain the logic that these models are built
upon, and to a certain extent understand how they
operate. But it is impossible to have a perfectly clear
understanding of the connections between input and
output.

Certain aspects of machine learning might always be
inexplicable to us. My experience from experimenting
with GPT-2 is that there is a lot we can learn from simply
observing the dataset that these systems are built

upon, the process that goes into creating them and the
outputs they produce.

In a paper called “Datasheets for Datasets” a group
of scientists proposes that all datasets should “be
accompanied with a datasheet that documents

its motivation, composition, collection process,
recommended uses, and so on.”** Being more open
about what material datasets are built upon and how
they are created, might increase transparency and
accountability. It might allow for more openness around
biases, subjectivity and the labour that goes into
creating these systems. This might be a good way of
starting to unpacking the black box.

24  Bridle, New Dark Age: Technology and
the End of the Future (Croydon, Verso
Books, 2018) 119.

25 Gebru, Morgenstern, Vecchione,
Vaughan, Wallach, Daumé lll, Crawford,
«Datasheets for Datasets»
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EXPERIMENT
06 DREAM-LIKE IMPERFECTIONS

Although coherent, based on the input, the synthetic
letters that the GPT2 model produces are somehow
warped and imperfect reflections of the original letters,
generating uncanny and curious moments. At first
glance, skimming quickly through them, they might
come across as letters written by my great-grandfather.
But as you start reading them more thoroughly, you quite
quickly start to notice small glitches and imperfections
in the text. While the vocabulary and style of writing in
the synthetic letters is very similar to the original dataset,
there are certain sentences that the model generates
that are completely non-sensical.

£3

g

A -2
< APETSTETFSSe
‘I775u00> a: SOTESS 5 P
i FE OGS & s

26 Ridler, Ward Dyer. «Fairy Tales
and Machine Learning: Retelling,
Reflecting, Repeating, Recreating»
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Georgia Ward Dyer and Anna Ridler writes about this
dream-like quality of generative machine learning

“Our waking life experience
equates to the machine learning
program’s ‘training set’. When we
dream, our brain uses this sensory
data as the raw material from
which to recreate a detailed and
internally coherent world, just as
the program takes from its training
set to build up its own picture of
the world and what it means.”?°

Even though machine learning systems can produce
content that is very close to human quality, it is
inaccurate to think that they understand the world in

the same way that we do. When shown a picture of an
elephant, the model does not see an elephant, but rather
patterns, pixels and data. GPT-2 does not understand
the meaning of the sentences it generates, nor the
meaning of the text it is trained on.

The model generates seemingly realistic stories about
the same topics, people and places that my great-
grandfather wrote about. However, small glitches in the
text reveal how the machine has no real understanding
or knowledge about the things it is writing about.
Because GPT-2 has no sensory access to the world and
no programmed understanding of spatial relationships,
it often does mistakes that no human ever would.
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The dream-like and imperfect qualities of the material
that these models produces are captivating - as they
often reveal the machine’s flawed understanding of the
world. They often spark curiosity. These imperfections
have some of the same qualities of other ML generated
content, like for example generated images or video.

Images of dogs, dreamt up by BigGAN. These images have the same dream-like quality as the
letters generated by GPT-2.
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Machine learning systems will most likely improve their
performance over time. As these systems gradually get
more powerful, they also get better at deceiving us.
Once the imperfections and glitches disappear, it will
be even harder for us to sort out the difference between
material written by a human and material written by the
machine.

4
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COMMUNICATION

The design experiment resulted in a lot of new
materials, observations, reflections and knowledge.

My computer was filled with scans, screen-shots and
images, and my notebooks were filled with scribbles
and observations from the process. | now had to find a
way to communicate this body of work. After sketching
briefly on different possible formats, | decided to create
three different books, alongside a website.

The main purpose of the three books is to showcase
materials from the experiment. Each book shows
material from separate stages of the experiment. By
creating three separate books | wanted to highlight
how the text changes throughout the experiment - the
original archive of letters, the digitized letters, and the
new, machine generated letters. The books allow for the
reader to browse, compare and explore materials from
the different stages. Each book is bound and printed
slightly different. | chose to create books because |
wanted to showcase materials from the experiment
through a printed, physical format.

The website highlights observations and reflections
from the project. | chose to create a website as it is easy
to distribute and share. | also wanted the website to
function as a resource with links to the research that the
project is built upon.
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Doar s

e hope that this letter with our Greetings finds

nd well-prepared for the Festive Season goon to bzozpi: 3205 S:ﬂit
looking forward to celebrating Christmas here for the flrs:'tlme _r
special Church services will of course play an important part on ar
around the 25th, but events such as horse racing with other sports
regular happenings over the extended public holiday. Interestingly
the racecourse is not used at any other time in the year although

there are talks about changing this and havin s
four times in the year. BRSNS AeRst hires

As you will know, either from our card sent last Christmas or from
more recent contact, we arrived in the Falklands last January for a
two-year tour plus leave perlods. We flew from RAF Brize Norton in
ex-Saudla (now RAF) Tristar, and an extended stay at Ascension mean
it was exactly 24 hours from take-off to arrival In the hotel in
Stanley. One may grumble at the 18 hours in the alr without entert
ment, but old hands at this station will say that Is nothing when c

pared to the weeks taken with a sea voyage before Mo
Airport was opened. yas o Pléusant

Our arrangements for housing have been the best we h
s s ave ever experl
ez.iuand we have been delighted with_our new house and furnlshlngz,
recognise that not everyone has been so fortunate. It
lerably in the settling-in and we feel very comfortable

1 198601

sz |v u S.S = v
m .~ 81u@d 1til the middle of March that our car (Land. Rover) and
1986_01 L ted on the Assifi. The car suffered some d‘amuge from a
it broke loose in the ship’s hold but repairs were eoon
jerwise everything else got here safely.

ed into his new school very well and has made his mark
Irtistic attempts (he won a school poster competition f
\Y) and swimming when he won the award for Best Boy

le first Gala at the new pool as well as several medals

Thanks for the latter, the cheque for the tapes, and your id to go Into the Senfor School next February and s 1o

commiserations upon my broken collar bone. I enclose the |0 that experlence as he will, of course, be accompanyl
‘rlends in his present school class.

Moving Hearts tape, and one by the Boys of the Lough's new

line-up. Anything el

you want you will have to specify, as
I don't know your musical tastes, but I'll try to get a

Hovaness for you.

It's a pity that you'll h

$3_001.png o @ Apne med Forh&ndsvisning i)

Is proving t

g properly go back to the

Wll's likely that I'll have to have it

id properly. It hasn't been put in p

lest jolt proves agondi It also seems to

)£ going to Dublin next week for the Ireland

Michael rergus, lich is a great pity as it only cost @ © @ 19933
9 ST. NINIANS WAY.
o T T LINLITHGOW EH49 7BU.
C/O Mia Harbitz ’ WEST LOTHIAN, SCOTLAND

1 that she couldn't find the Baedeke Wednesday, 29.vii.1992.
D

: = ear Michael:
AyudePopuinrTorvess; isoled the

o

her day by finding a Mu
L Thanks for your letter of Sunday. Your "holiday" sounds too strenuous for my tastes. I

Oficina i\:lcaragua, tlestine 1892, and it 5 knew of course that “Innerdalen er blitt lovprist ay mange” and that “er ett av. Norges
= 't matter what language thirenste klatresenter”, but I'm happy if I can klatre the stairs here. But this I will say
. [ 2 Sgbels Wit Juage to you and Jorunn — you're wonderful for your age
Ao Po - Postal 10 41 5 : 4 For our part this last weekend we covered more than 400 miles of the Borders, thanks to
1dd, but p me informed as to what the F6, whose name is written in the Book of Life. He is great company. Margaret says that
“ = Bl quit TEE & SHAT t of & he's "easy to manage," as if he was some sort of unbroken horse. But he doesn't require
Sucursal Jorge lavarro Bl quit ot of change out o any management at all. He just settles down here perfectly at home.
2 k ’ The chief aim on our outings is to keep off all main roads as far as possible, because I
g know that 90% of motorists don't use maps, and probably don't even possess them. The sort
l“hmg’ua’ NICARAGUA, of maps that they do use are those efforts that show only A roads and motorways, leaving
7 ———— vast areas of the country blank. Like maps of Africa in the 18th century —— "Here be

lions," Of course we have to use the main roads to get beyond Dalkeith, but after that
there are miles of roads where the hand of man etc., etc. After we met the FG on Friday we
went out to Dobbies Garden Centre and Butterfly Farm where he got a good meal. Then we cut
off the A68 just beyond Pathhead, to see the Picts' house, or fogou, or weem, or souterrain
in a field at Longfaugh. I was in it as recently as 1924 or so. But there was no sign of
it in a field of wheat, I had thought it would have been signposted, as it's the only
souterrain in the South of Scotland. We went on to Tynehead, where the old Waverley line
is a double line of rosebay willowherb, very striking. At Heriot we turned off onto the
road that runs right through the Moorfoots to Innerleith, through typical Southern Uplands
hills. Then through Peebles, past Neidpath (I had forgotten how massive it is) and we then
turned north again through the Meldon Hills, an entirely new road to me. No traffic on it,
although the Tourist folk had provided facilities for visitors.

TSI SISS

Name and address of sender

On Saturday we kept on the A 68 as far as CarfraeMill where we went straight ahead and on
to the road to Gordon and Kelso. It was the day of the Border Union Show in Springwood
Park so the town was crowded, but we got a good meal in Lombardis. We went into an art
shop/gallery in the Square where there was a small exhibition of paintings by a local
artist called Drew Binnie. I thought his work was magnificent, all oils of Border scenery,
mainly of the rolling grassy hills. Every bit as good as Gillies, I thought, and if I'd
had a spare & 400 in my pocket I'd gladly have bought one. We went on to the Yetholms, via
Cherry Trees, and vup the hill as far as Halterburn. We went down the Bowmont and across
to Flodden where Runar and I climbed the hill to the monument on the battlefield. Of
course Runar knew rather less about the Battle of Flodden than I know about the Battle of
Rorke's Drift. And why not? We crossed back over the Tweed at Cornhill, amyled along past
Paxton House and eventually got on to the A 1, but we got off again at Fast Linton and
came home via Athelstaneford and Longniddry.

D. H. Fergus,

29 5t Ninians Way,

LinTithgow,

< us to Blackshiels where I got out at the cemetery to look for some of
There were a few names on tombstones that were familiar, but I guess
.d buddies from Fala Damwere in paupers' graves. (Very Thomas Hardy,
grouse killing season hadn't started, we crossed Fala Moor. Ideally
I'be done in a Churchill tank or a Range Rover, as the road is worse
\ the fjells. The FG had to drive at walking pace and avoid the ridge in
-oad that would have ripped the guts out of the car. There are three
which eventually ends at the A 7 near Heriot. At Heriot we turned onto
-uns down the Gala Water on the other side of the A 7. That old road was
)tt when he used to commute from Abbotsford into Edinburgh in the
»ach. It is a much more attractive road, and almost bilfri. We passed
. 3, went on to Selkirk, Ashkirk and looked for a restaurant in Hawick
: went on to Denholm and Ianton. We didn't look down at Lanton Hall as
1 rather hoity-toity white settler. In Jed burgh we had a good meal in a
look at Palacehill which seems to be permanently occupied. I was glad
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COMMUNICATION
BOOK1

ARCHIVE

The first book compiles a selection of scans from the
original archive of letters. With this book | wanted to
highlight the material qualities of the original dataset. By
cropping and enlarging the scans, | bring the readers
attention to particular details of the letters - outlined
words, coffee stains, hand-written scribblings. The book
includes my own notes and remarks about the letters,
keywords that | noted down as | was working with the
letters.

The pages in the book are organized as unbound, loose
sheets. | wanted the interaction to resemble the feeling
of browsing through the original letter archive - as the
original letters were organized as piles of loose pages,

Fri ot i et
so are the pages in this book. The reader can easily take Aas e e B e e R I G
out the pages and explore, pass them around, compare b e HE S b e o e
o : 3 Y text data in

them to the other books etc. v lartiig B S e contains th

experiment
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COMMUNICATION
BOOK 2

DATA

The second book deals with the process of transcribing
and digitizing the text data in the letter archive. | wanted
to show snippets from the digitization process - for
example how the OCR technology (mis)interprets the
letters.

The book also contains the entire dataset that the
experiment is based upon. | wanted to give the reader an
idea of the actual size and length of the dataset. What is
the physical size of 3.4 MB of data?

The text in this book is set in Menlo, a monospaced
sans-serif typeface designed by Jim Lyles. Menlo is
the default font in macOS TextEdit, and is often used in
programming. Menlo therefore felt like an appropriate
typeface for this book, as it is the same typeface that the
txt-files from the dataset are set in. The book is printed
on 80gsm paper, bound as a simple paperback.
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COMMUNICATION

BOOK 3
SYNTHETIC LETTERS

The third book presents a selection of the synthetic
letters that the GPT2 algorithm generates. This is the
outcome that the model produces based on the training.
All of the text is entirely machine generated.

The layout and design of this book is a reinterpretation
of the original archive of letters. Based on the letter
archive | developed a graphic manual with a set of
design principles for typography, spacing, layout etc.

The different typefaces are all variants of the typeface
family Computer Modern, designed by computer
scientist and mathematician Donald Knuth. The design
of Computer Modern was influenced by the desire to
achieve the «classic style» of books printed in metal
type. The style therefore resembles the typographic
style of the original letter archive - as most of the letters
my grandfather wrote were written on his typewriter.
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MeIsaac, so we had an interesting conversation.

Yesterday I had a letter from Anvil Press. They think that Caspard is
rather recherche, which I think is a fair enough judgment. Still, I thought they
published recherche poetry, They have published translations of Gerard de Nerval,
Guillaume Apollinaire, Baudelaire, Laforgue and the Norwegian Olav H. Hauge.
They suggest that I may be "interested in sutmitting extracts of the translation
for possible publication in Poetry World, a twice-yearly journal of poetry pub-
lished by Anvil Press." It is a very pricey affair costing £ 5.95. There seems to

be some connection with the University of Iowa. I don't know if I should bother.

I'm busy enough gathering stuff from the chapbooks. last week, for instance, I

B : i o ipEraeand - % -*--"- prin ed in Newton Stewart.
there are concerts of every

77
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Q ™ Swedish fiddle music and
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(6 0 \ ( % \D today. They will be working
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§ ‘ 3 9 ~ ming, Still, it's a nice
g P 5 - 9 Fz | e Q But it's still bloody cold.
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nasty for the Loony Cowboy.
+ a war, preferably in
etnam, I suppose the

n off,

day nights 31.iii.1986.
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3 from Hngland and Glasgow.
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- UMaT GUAVER DWINT VMW LILLUES LIl LHE Ulu coapuooxks, including a bitter anti.-
Hanoverian poem in a chapbook published in Newton Stewart. I think that the chap-
book idea is more likely to find a publisher than poor old Gaspard.

. o rea.ch
2 Binburgh tomorrow. Let me know how 1ong 15 takes

Kenya, Love and all the best, YAl
\J :

LS
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thlnk Darwin S Moon, but'I neve* came gcross—the Maléy chhl

. hF 1ooked up Calophyllum, 1Bophyllum etc., in, the Good Book
:anders\ but, . they are not . 11%ted whlch means that they are no
6, grown .in this counury, not even in the stove-h. -ouses on
ntlemen 's seats.,lhe Dragon . lree is 113ted %« you can send t
1d.. seed, 1 'd be very glad t0 try b few weeks ago i,nloked
1tu1ng in the Botanlcs of a trOplcal thlng called. manettia, an
s rooted nicely. I also have a miniature forest of jacarandas
)mlng up.

SEE cannot say “T'n attracted bj QOO with 807 humldlty. It s
>11ish, Ommanney dldﬁ't like the climate of the Seychelles. He
Ldn't llke arythlngAvery much about the neychelles, except the
Lstant prospect of sthe 1slands from theysea., : .

The information- ‘about the éoconyts and Vasco da Gama is
ylendidly useless, and I shall tréasure it ‘alorng ‘with my knowl
P Coxinga, the British ‘bombardment of “Petropavliovsk and the fa
1at the word "talk" is -related to-‘da word in Lithuanian &@nd no
rdo-European . language. 4

Tell “Pharan “that “T “aw sendlng on some - stuff about ‘Putankh
r ‘her scrapbock There 'ig a'series on BBC L about Lut and An
;ypt that would 1nterest herz ‘very much. ks - O

}ig It was pleasant today to hear that narume 1n Zanz1bar had
3sa531nated although it w1ll probably result gy 8 bloodbath.
bhambles of a place'

s Lhe BBC serles on the Brltssh hmplre has ended and 4t ha
2en . a ~SeCesS. hvery eplsode was written by some tvendy Lefty

eople like Stuart Hood and James Cameron) who judge history b
;andards of- Hampstead Tefties of 1972, The' result has been to

>,/ “and“tWousands of ‘other folk, staunch' lmperiallsts. I'ne fine
yvigode 'was written by -that alcohollc, Cameron, ‘and ‘dealt with

1odésia, “Cyprus and ‘Ulster. You c¢an imagine what it “was llke.

remember reading 'sSomewhére an Indidn who' said that Kipling g

1r truer picture of India than ever E, M. Forster did.

Since we have been away from Linlithgow, the demolition o
2ighbouring property has started. Brock's warehouse is gone, a
bctors' old surgery, bext door to the Windsor Buffet will be a
2xt weekend., By the time you come back there will be new block
lats there,

Seychelles music, what I've heard of it, is quite pleasan
'd certainly be glad to have a record, if you can. send one., [h
robably is a Portuguese influence, although the Portuguese wer
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The different colors and paper qualities are inspired by
the original letters. The book is bound by hand using
classic kettle stitch bookbinding.
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COMMUNICATION
WEBSITE

www.writingwiththemachine.com

The website highlights observations and reflections
from the project. After a brief introduction to the setup
of the experiment, six observations are presented in
an order that follows the process - from the dataset

in the very beginning, to the output that the model
produces. Each observation is illustrated with images
and examples from the experiment. | found that there
were several observations that corresponded well
with the research | had done earlier in the project. The
findings and quotes from my research are incorporated
to support my own observations.

A side menu makes it easy to navigate in between the
different pages.

All quotes are linked, so that the reader can easily

trace the works and references that this project is built
upon. | wanted the webstie to be a platform for sharing
texts and works | have used throughout the project,

as this might be of interest to other designers who are
interested in exploring machine learning. In the Library
section | have compiled a list of works that have inspired
the project - directly or indirectly.
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Setup

writingwiththemachine.com

B
o
+

writingwiththemachine.com ¢ O h a

anyt'hing else that might interest them at the time.

* TRAVEL!

i EuRorE, £

FOR NI}

) the
incidental misto and he tells me 1t vas by the folk
singer, Dick Gaughan, and was played on o syhthesiser,
last night the B0 pub on "A Wholly Fealthy Clasgow"
and the heavens 414 not £all. I wonder what the
revievers will say about it in today's papers, Nearly
11 the Dad words had been out out of it, but I'n sure

The letter correspondence consists of 31 heavy ring-binders
consisting of maybe 8,000 hand-written and typed letters,
approximately 15,000 pages in total. Each letter was usually
between 1-3 written pages in length.

The material and visual qualities of the letters vary widely. Itis a
diverse collection of different paper qualities, formats, layouts,
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http://www.writingwiththemachine.com

02 Creating Data

06 Dream-like Imperfections

writingwiththemachine.com

HAPPY BIRTHDAY
ONJULY 2

I WELL REMEMBER THAT
MORNING IN 1941 WHEN
DR CARTER BROUGHT YOU
INTO THE WORLD IN THE
BACK BEDROOM AT NO.

HAPPY BIRTHDAY

ON JULY 2

| WELL REMEMBER THAT MORNING IN 1941 WHEN
DR CARTER BROUGHT YOU INTO THE WORLD IN
THE BACK BEDROOM AT NO. 51 HIGH STREET,
NO.LONGER THERE, SO THERE CAN BE NO

51 HIGH STREET, PLAQUE ON YOUR BIRTHPLACE.
NO.LONGER THERE, SO

THERE CAN BE NO PLAQUE

ON YOUR BIRTHPLACE.

1/6

These images show how the OCR technology interprets the original letters. On the left side, the original
letter. On the right, the text that the OCR transcribes. This text had to be edited and cleaned.

As you can see from the images above, the OCR converter returns
a transcription of what it thinks it sees. However, smudges, errors
in print, hand written scribbles or outdated typographic styles
make it hard for the technology to sort out the words. Once the
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The letters that the machine learning model generates.

Although coherent, based on the input, the synthetic letters that
the GPT2 model produces are somehow warped and imperfect
reflections of the original letters, generating uncanny and curious
moments. At first glance, skimming quickly through them, they
might come across as letters written by my great-grandfather. But
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Library

L writingwiththemachine.com

o | a

If you want to further explore material from the project, you can browse more scans from the

letter archive here >

Below is a selection of links to works that have inspired the project in one way or the other.
The projects span across different fields and formats.

Name ¢ Author Format ¢
Al Aesthetics Lev Manovich Book
Atlas of Al Kate Crawford Book
Cloud Index James Bridle Artwork
Could a machine have an unconscious? Mehgan O'Geiblyn Essay
creative-ai.org Creative Al Lab Resource
Critical of what? Ramia Maze Essay
Dark New Age James Bridle Book
Data Feminism D'lgnazio and F. Klein Book
Data Labeling; Al’s Human Bottleneck Matthias Heller Article
Datasheets for Datasets Multiple Authors Article
Designerly Ways of Knowing Nigel Cross Book
DIGITAL TYPOGRAPHY Donald Erving Knuth Essay

Disembodied Machine Learning

Waseem, Bingel, Lulz, Augenstein

Academic Paper

Excavating Al Crawford and Paglen Essay
fAlry Tales Andreas Refsgaard Art Project
0 writingwiththemachine.com B Eul N
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Reflection and
Conversation
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REFLECTION AND CONVERSATION

In order to evaluate my designs, | did a series

of conversations. | see these conversations as
‘communication tests), to validate whether people
understood what | had done and to see what reactions
and discussions the designs could initiate. Using my
designs as a conversational framework, | spoke to six
different practitioners. To collect different perspectives,
| talked with people from slightly different fields and
backgrounds.

106

REFLECTION AND CONVERSATION
AUDUN MATHIAS @YGARD

External Supervisor. Data scientist at Abelee, with
expertise in deep learning, computer vision and
machine learning.

Audun has been an external supervisor for this diploma,
and we have had several conversations throughout the
process. As my own technical knowledge of machine
learning is limited, it has been very valuable to review the
material together with Audun at different stages of the
project. This has helped me scope and plan my process.
Audun has helped me understand how GPT-2 behaves
the way it does, and has helped me answer technical
questions regarding the material.

TIMO ARNALL

Timo is co-founder of Playdeo and Ottica. He has

a PhD in interaction design from AHO. Timo’s work
revolves around (amongst other things) developing and
explaining emerging technologies through different
media.

| met Timo for a coffee in Oslo. Using the three books

as a starting point, we talked about language models
and generative text, machine learning and creativity,
design and communication. We also discussed how we
can frame digital technologies or software as design
materials. It was a very fruitful conversation which gave
me a lot of valuable feedback that | used to iterate on the
design of the books.
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REFLECTION AND CONVERSATION REFLECTION AND CONVERSATION
ARJA KARHUMAA

Arja is a graphic designer and text artist, assistant
professor and head of Visual Communication Design
at Aalto University. Her work spans across typography,
design, and experimental writing.

| met Arja for a coffee over Zoom. Arja lives in Helsinki,
so | sent material for her to review by post before our
conversation. Using the material | sent as a starting
point, we talked about the material and generative
aspects of text, design as a conversational tool. We
discussed the relationship between humans and
machines and how to tell the difference between text
written by a human, and that by a machine.
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REFLECTION AND CONVERSATION
MICHAEL FERGUS

Michael is my grandfather, and the person who
originally received the letters that my great grandfather
wrote.

It was particularly interesting to get my grandfathers
view on the third book - the machine-generated
letters. How similar were they to the original letters?
Is the machine really capable of recreating my great-
grandfathers style of writing? As my grandfather

actually received the original letters, and knew my great-
grandfather very well - he could interpret the generated
letters for me. The letters are filled with cryptic names of
either people, places, or books that are completely alien
to me. However, my grandfather could tell me the story

behind each of these elements.

According to Michael, the generated letters are quite
successful in mimicking the original letters. All of the
elements that my great-grandfather wrote about are
there - it is impressing how many different details
and anecdotes that the machine manages to include.

However, it’s apparent that the machine does not have

any real understanding of the sentences it generates.
In the same way that it has no understanding of
spatial relationships, it doesn’t have any programmed
understanding of my great-grandfathers life or the
context and meaning behind the stories my great-

grandfather wrote about. However, it does a good job in

faking it.
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REFLECTION AND CONVERSATION
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REFLECTION AND CONVERSATION
EVEN WESTVANG

Even is the co-founder of Sanity.io, and has several
years of experience working with technology and
design.

With Even | talked about GPT-2 and language models.
We discussed the absurd and dream-like qualities of the
content that machine learning systems produce, and
how these systems might affect creativity and the future
of creative professions.

12

REFLECTION AND CONVERSATION
TOBIAS BACK

Tobias is co-founder of Bakken&Baeck, a design studio
working in the intersection between technology and
design.

It was interesting to hear Tobias’ perspectives on how
design studios and commercial actors can work with
complex technologies like machine learning. Even
though Bakken&Baeck mostly do commercial work, they
also do projects that focuses more on exploration and
research.

We also discussed how different disciplines can
collaborate when working with emerging digital
technologies. Tobias told me that B&B always strives
to work across disciplines. Their previous projects
that deal with machine learning have all been
collaborations between people within different fields.
As different professions have different ways of seeing
and approaching machine learning, collaboration is
important in order to deal with complexity.

13



REFLECTION AND CONVERSATION

THOUGHTS AND REFLECTIONS
AFTER THE CONVERSATIONS

In each of these conversations | brought the books with
me, using them as a starting point for the conversation.
| found that using the material as a conversational prop
was useful, as it led to several interesting conversations
on machine learning, but also on design as a discipline.
People would often point to details in the material and
ask questions, or refer to the books as an example when
talking about an aspect of machine learning. The books
sparked curiosity. People found the material to be an
unusual and refreshing way of approaching machine
learning.

In the first conversations, | only brought the books with
me. In the last conversations, | also sent the website
beforehand. | found that when only using the books, the
conversation would often end up in unexpected places
and topics. When using the website in addition to the
books, the conversation was more focused around

the observations and reflections. The six observations
presented on the website became the main areas that
the conversation circulated around. The website was
therefore helpful in steering the conversation in the
direction | wanted.

It was interesting to see how people from different
backgrounds understood and saw the material
differently. All of the people | talked to noticed and
commented on different details in the designs. For
example, with Arja | mostly talked about the material
aspects of text and the communicative qualities of visual
design, while with Even | discussed more technical
aspects of how generative text works.

14

REFLECTION AND CONVERSATION

| found that presenting the material through three
separate books created a structure that made a lot
of sense to people. The third book was particularly
entertaining - people found the machine generated
letters intriguing and amusing.

In these conversations | also noticed how people would
take time to observe and read the material. Both the
books and the website requires that you take some to
go through it. You have to do a bit of reading before

you can properly get something out of the experience.
Even though the books are not meant to be read from
beginning to end, they still require that you take some
time to sit with the material, and take some time to
observe and reflect upon it.
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at the human face. I saw one woman who could have been the mother
of her bulldog, and a man who looked ‘like the big brother of the

Alsatian he was leading.

I'11 be writing again after your letter arrives.

hd

Love to all the family,

VIE SELLL 41l uSuUMULLye

You'll have forgotten all about L[V? Lhe programmes
aren't very good during the summer. Blue Peter is still going
strong, but there are very few lom and Jerrys. Nothing very

g SUR SnC e Ty
funry at all, in fact.
P . ang "

1 took 47 kids in a bus to Stirling. Nobody sang "Y
canny shove yer grannie aff the bus" and nobody was sick, for
sat with a gun in my hands ready to shoot the first one to si
or vomit.

If I can't get a Willie book for you 1'll send you
life-size model of Valerie Singleton, made out of expanded
seaweed,

Love from Grannie and me,

byt

—

NUWEL Uy UL UAD WG UL 40 U G DTl i), 1A\T|,Luvu..l.d-vu yaxa uy..‘..; 4\1.‘.\.-
Austrylia: ) Humphries iscvery funny indeed. As g female i
is nearly~as good as Danny La Rue, but maot so pretty, of

Ninian bought two new records this week: Richard
Sprach Zarathustra with Don Juan, and Handel's Water EBE
Masie. He has very catholie tastes. Lhe last few recorg
included ‘a Bexax Bragzilian recordoof Bossa Novas ar’
Belafonte.

1 think that's all my dose of news for the
the family,

=) C%VLGX”% = A ﬁ}‘ﬁ
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of Grieg's piano muslcC.

; i ! ; y Haatbihiie
Pomorrow the details will be issued of Heath's

beat inflation. About time.

Love to the family and yourself, &};bd

-

n §he sound of St ,

: from Jordan and brou@ﬁt into th

ile whici is ve;1hard goimg.

A myrottyr lTanass

DAVID FERGUS
R B o S S G e g g e
EE R
29 St.Ninian's Way, Linlithgow, West Lothian, FEH49 7BU, Scot
TELFEPHONFE: 0150684 5185

by public transport, unless we try to get there on our way back from Moroc
from Algeriras or Gibraltar. Of course if you hang on for a couple of days

you can give us a hurl to Algeciras or Gibraltar!

This broken collar bone is proving to be a bit of a bind, and it
doesn't seem to be mending properly. I've to g0 back to the Infirmary this
Tuesday, and it seems likely that I'11 have to have it broken again, to
allow it to mend properly. It hasn't been put in plaster, which means that
the tiniest jolt proves agonising. It also seems to have scuppered my plan
of going to Dublin next week for the Ireland versus Scotland match, which

is a great pity as it only costs &£43 return by train.

Tharan must have told you that she couldn't find the Baedeker of
Constantinople. I was consoled the other day by finding a Murray's Handpool
for Syria and Palestine for 1892, and it only cost £4. So keep looking out

on my behalf; it doesn't matter what language they are in.

There's nothing else to add, but keep me informed as to what tap

you are after, as there is still quite a lot of change out of the

All the best,

Final
Reflections



FINAL REFLECTIONS

While | am content with where the project has landed
after these months, there are several aspects of this
diploma that | would like to research further. There are
areas and ideas that | would have liked to look more
into, but there was simply not enough time. Below are
some different thoughts on what | would have liked to
investigate further. There are areas | plan to research
further after the delivery.

It would be interesting to look into the possibility of
programming the design of the generated letters. There
are several typographic details in the original letter
archive that | would have liked to have explored further.
The visual qualities of the original letter archive can be
translated into code - colors, typography and layout.
Programming a software to design the letters would be
an interesting way of collaborating with the machine.

| would have liked to collect even more data - and
to transcribe the entire collection of letters. Even though
| am satisfied with the amount of data | managed to
collect within this short amount of time, transcribing
all of the letters would give an even more accurate
representation of the original archive.

My great-grandfathers letters are only the
first half of the letter archive, as they are part of a
correspondence with my grandfather. It would be
interesting to train an algorithm on the second half of the
archive - the letters that are written by my grandfather
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FINAL REFLECTIONS

- and to program the different models to communicate
with each other. Creating such a letter-writing machine
is possible, but doing so would be quite time-consuming
- as it would require a lot more data, and a bit more
technical knowledge and tinkering.

As mentioned previously, my way of working with
machine learning is in a very designerly manner. While
| know some coding languages to a certain extent, |
am no programmer. | have tried to embrace my own
technical limitations and scoped the project accordingly.
However, | believe that | could benefit from working
even more closely with a programmer or a person with
more specialized knowledge within machine learning. It
would be interesting to explore other machine learning
models using the same dataset. This could also open
up possibilities for implementing the model into other
outputs than printed books. It would be interesting to
implement the model into a more interactive design.
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FINAL REFLECTIONS
ON MY OWN PRATICE

Is it somehow difficult to reach a conclusion by the
end of a project that has spanned in so many different
directions. My process has been sprawling, at times
reaching in several possible directions.

The project has allowed me to expand and challenge
my design skills and to reflect upon several different
aspects of machine learning. | have learned a lot about
machine learning systems and the process that goes
into building them. The project has also allowed me

to reflect upon my own discipline, design. | have truly
enjoyed combining and experimenting with tools and
methods that | have acquired throughout five years of
design studies. | believe that this has helped me mature
and strengthen my skillset as a designer.
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FINAL REFLECTIONS
ON THE METHOD

Using the design experiment as a framework for the
project turned out to be very helpful. Narrowing the
scope in this way made it possible for me to dive
deeply into the material, allowing me to work with
details, and to explore, experiment and iterate. Framing
machine learning as a design material and exploring

in it through a hands-on approach made it possible for
me to learn a lot within a short time frame. Iterating in
between experimentation and research allowed me

to reflect upon over-arching themes within the field

of machine learning in a designerly manner. There are
several observations | could not have made by simply
creating wireframes or mock-ups in Figma or XD. | had
to go though the extensive process of building my own
dataset, and experimenting with this material in order to
be able to do these observations.

ON MATERIALITY

Materiality has been a recurring theme throughout

the project - this was also a recurring topic in my
conversations. Understanding materials is considered
to be essential for designers. There is a long tradition
of materiality within design discourse, but this tradition
largely focuses on conventional and physical design
materials. | believe that there is a lot we can learn from
applying material approaches within digital design

as well. Framing the software and digital systems

that we design with as design materials might invite
us to be more curious and aware of how they are
constructed and how they work. It can help us better
see and understand new aspects of seemingly complex
technologies.
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FINAL REFLECTIONS
ON COMMUNICATION

Explaining and articulating the project has been a
recurring challenge in this project. Because machine
learning is a complex technology, it has been a
challenge to find the right balance in how to explain
the project. What technical details should | explain, and
what should | leave out? When do too many technical
details get too confusing? As the project is primarily
meant for people who already have a certain level

of knowledge about machine learning, | have tried

to tailor the communication accordingly. All of the
conversations | did throughout the project were very
helpful in prototyping how to articulate the project.
They helped me figure out whether people understood
what | had done and to understand how to explain and
communicate my process.

Pointing to examples, details and observations from

the experiment was an effective way of sparking
conversation about different aspects of machine
learning. | found that using the letter archive as a starting
point for the experiment was very useful because it
allowed me to build an engaging narrative that sparked
curiosity. Working with the visual elements of this
archive was a process | throughly enjoyed - especially
designing the third book as a reinterpretation of the
original letter archive.
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FINAL REFLECTIONS
CONCLUDING REFLECTIONS

The main ambition of this project was to investigate
how design might be used to explore and communicate
different aspects of machine learning. | find that
machine learning can be approached through

a combination of material experimentation and
communication. While machine learning is uniquely
different from other more conventional design
materials, there are still aspects of it that designers can
experiment creatively with.

The designerly way of approaching machine learning

is uniquely different from that of other fields - such as
engineering, linguistics or sociology. | do not mean to
claim that this approach is any better or more superior
to that of other fields. On the contrary, | believe that
collaborating across disciplines is crucial when working
with machine learning.

With the ability to communicate, visualize and to evoke
emotion, designers can offer unique ways of seeing
and thinking about new emerging technologies. |
believe that this approach can be a valuable and unique
contribution to technology discourse, as it might allow
for more diverse and nuanced conversations.

123



124

Thank you

Lars Marcus Vedeler for providing me with constructive
feedback, inspiration and support throughout the
project.

Audun Matias @ygaard for sharing your knowledge and
expertise.

Michael Fergus for sharing the letter archive with me,
and for discussions and reflections.

Arja Karhumaa, Timo Arnall, Even Westvang and Tobias
Beeck for sharing your perspectives and for taking the
time to reflect upon the project together with me.

Mikkel Jeraandstad for feedback and support
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