
Eirunn Marie Margaret Kvalnes
Oslo School of Architecture and Design
Autumn 2021

Writing With 
the Machine





4 5

Introduction
Approach
Machine Learning
Scope and Narrative
Prelude (A mini-experiment)

Experiment
Communication
Reflection and Conversation

Final Reflections

Litterature

Field: Interaction Design

Supervisor : Lars Marcus Vedeler
External Supervisor : Audun Mathias Øygard

Institute of Design
Oslo School of Architecture and Design
Autumn, 2021

7
11
17
31
43

51
73

105

117

126



6 7

Introduction



8 9

Increasingly our world is being created by software we 
hardly understand, often so that it becomes hard to 
sort out where the human influence is. Today, machine 
learning systems are everywhere beneath the surface 
of contemporary life. As these systems are gradually 
becoming infrastructural, they are also becoming 
unnoticeable to us. Before this happens, we should 
develop ways to approach, think and talk about them.

Writing With the Machine is an experimental design 
diploma exploring machine learning as a design 
material. As a design experiment, I trained a machine 
learning model on an archive of personal letters written 
by my great grandfather. Using this experiment as a 
starting point, working hands on with both the data 
material and the software, I reflect upon different 
aspects of machine learning. 

The outcome of the project is a set of three books, 
alongside a website. Together these artifacts make out a 
framework to discuss and talk about machine learning. 

INTRODUCTION

The main ambition of the project is to investigate:

  How might we use design to explore and 
communicate aspects of machine learning? 

 How can we approach highly technical and 
complex technologies like machine learning, through 
alternative perspectives and approaches?

INTRODUCTION
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Approach
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It is difficult to position this project within a particular 
design discipline. This project is explorative, moving 
in between interaction design and graphic design, 
experimenting with the frameworks and tools that 
these disciplines offer. As an interaction designer I am 
interested in how new emerging technologies shape 
human behavior and culture. As a visual designer I 
consider aesthetics and visual culture as entry points 
to understand how we organize ways of seeing and 
thinking. I enjoy working with narratives and storytelling 
to design new ways of seeing and thinking. I consider 
this diploma an opportunity to bridge my different 
interests as a designer. 

The project is primarily intended and directed towards 
other designers, and other practitioners that work 
with machine learning. This has influenced the way I 
communicate and articulate the project. However, I 
hope that my designs can be of interest to other people 
as well.

As the field of machine learning is complex, I wanted 
to use an approach that prioritizes research and 
experimentation. As Timo Arnall writes, experimental 
design can be seen as the «means of exploring a 
subject area through a practice of making, without 
direct formal or commercial constraints.»1. Schön, 
characterizes designing as “a reflective conversation 
with the materials of a situation.» According to Schön 
design is a process of ‘reflection-in-action’, where 
the designer makes ‘design moves’ and the material 
‘talks back’.2 A central part of my approach has been to 
actively experiment with materials and software, using 
this process as a way of observing and reflecting upon 
machine learning. I see this as an iterative thinking 
process between the design materials and myself.

APPROACH

Arnall, Timo. Making Visible -
Mediating the material of emerging 
technology. PhD Thesis. Oslo School of 
Architecture and Design. 2013.

1

Schön, Donald. The Reflective 
Practitioner: How Professionals Think in 
Action. (The United States of America, 
Basic Books Inc., 1983), 78-79.

2

Statement by Jack Schulze of Schulze 
and Webb, presented during Matt Web’s 
Reboot talk. From https://www.core77.
com/posts/13905/design-is-not-about-
solving-problems-13905 29.11.21

3

“Some people (they are wrong) say 
design is about solving problems. 
(…) Obviously designers do solve 
problems, but then so do dentists. 
Design is about cultural invention.”3

One could argue that my approach differs from more 
conventional design projects as it is not focused on 
solving a problem or creating a solution. As a designer I 
have always been more interested in design as a means 
of articulating questions, rather than with solving them. I 
am passionate about my own discipline, and so I aspire 
to use my design skills to produce reflections and 
conversations. 

APPROACH
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My research follows three different phases. Together 
these different phases form a mode of design research 
that actively take part in the exploration, communication 
and reflection of machine learning.

APPROACH

Research possible datasets
Collect data - scans, photo, 

text
Clean and prepare data

Train Model

Test
Iterate

Document observations

Develop visual concept
Print production

Design and develop website

Articulate and refine 
observations

Test
Iterate

Conversations / interviews
Document reflections

Iterate on communication

EXPERIMENTATION -> ->COMMUNICATION REFLECTION

EXPERIMENTATION

COMMUNICATION

REFLECTION

In the first phase of the process, I explore and 
experiment with the machine learning model. I see this 
experiment as a way of unpacking the different steps 
that go into working with machine learning. I create 
a dataset from scratch, train the GPT-2 model on this 
data, and study the outputs that the model produces 
based on this training. An important part of this work 
was to document my observations and reflections. I 
continuously recorded my thoughts through text - by 
keeping a process diary - and image - by taking screen-
shots, scans from the original archive, photographs.

The second phase of the project revolves around 
communicating the materials, observations and 
knowledge from the experiment. This is manifested 
through different artifacts - three books, plus a website. 
Together these artifacts make out a framework for 
reflection and conversation.

The third phase of the project revolves around using 
this framework to discuss and reflect upon machine 
learning. I use the artifacts as conversational tools, as 
starting point to discuss ML with different practitioners. 
This final step was important for evaluating the outcome 
and process of the two first steps. 

APPROACH
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Machine
Learning
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This project started from a personal captivation with 
machine learning. Even though several different 
disciplines deal with machine learning, I find that 
conversations within machine learning discourse 
is largely dominated by software engineers and 
developers. With this project I saw an opportunity to 
explore - how might I, as a designer and non-developer, 
participate in this discourse? As Balsamo puts it, 
technology “no longer properly belongs to the special 
few (the philosophers, the engineers). Instead this 
suggests that thinkers in several disciplines might have 
something important to contribute to our collective 
understanding of the “nature” of technology.” 4

As my knowledge as a designer is situated 5, this 
naturally influences the way I understand and talk about 
machine learning. I work with machine learning in a 
designerly manner. I have explored machine learning 
in previous projects duing my master studies, and I am 
familiar with some coding languages. However, I am no 
software enigneer or machine learning expert. Seeing as 
my own technical knowledge is somewhat limited, it has 
been important for me to discuss the project with other 
practitioners with relevant competence. Having Audun 
Mathias Øygard - who is a data scientist with expertise 
in machine learning - as my external supervisor has 
helped me scope and evaluate the project thoughout 
the process.

MACHINE LEARNING

Machine learning can be 
described as «the process by 
way of which algorithms are 
taught to recognize patterns 
in the world, through the 
automated analysis of very 
large data sets.» 6 Machine 
Learning is seen as a subset 
of Artificial Intelligence, but 
these terms are often used 
interchangeably. 7

Haraway, Donna. «Situated Knowledges: 
The Science Question in Feminism and 
the Privilege of Partial Perspective.» 
575-599.

5

Balsamo, Anne. «Notes toward a 
reproductive theory of technology.»  
In Playing dolly; techno cultural 
formations, fantasies, and fictions of 
assisted reproduction, 87-97. Rutgers 
University Press, 1999. 

4

6 Greenfield, Adam. Radical Technologies: 
The Design of Everyday Life. (London, 
Verso, 2017), 181.

Brown, «Machine Learning, explained». 
MIT Sloan School of Management. 
26.11.21. https://mitsloan.mit.edu/ideas-
made-to-matter/machine-learning-ex-
plained

7

MACHINE LEARNING
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Today, machine learning systems are everywhere 
beneath the surface of contemporary life. Machine 
learning algorithms are used to determine who is hired 
for a job (fig. 1), it is used to control what narratives we see 
in social media (fig. 2) and to recommend what movies 
we should watch or products we should buy (fig.3). It is 
shaping our language and the way we communicate 
with each other. (fig. 4)

MACHINE LEARNING

Screenshot from recruitbot.com
Screenshot from instagram.com
Screenshot from netflix.com
Screenshot from chat.dnb.no

1

fig. 1

fig. 3

2

fig. 2

fig. 4

3
4

fig. 3

MACHINE LEARNING



22 23

These systems are infusing computers with a wide 
range of human-like powers. Using machine learning, 
computers can generate content - for example photos 
of celebrities (fig.5), academic research papers(fig.6) and 
newspaper articles(fig.7) - of convincingly human-like 
quality. As our world is increasingly being created 
by machines, it is also becoming hard for us to sort 
out where the human influence is. What is really the 
difference between a text written by a machine and that 
written by a human? As Cade Metz writes in an article 
for the New York Times, «For better and worse, humans 
are only improving their ability to deceive themselves 
with technology.»8

Metz, Cade. «How Will We Outsmart A.I. 
Liars?»

8

MACHINE LEARNING MACHINE LEARNING

fig. 5

fig. 6

fig. 7

Screenshot from https://www.
nytimes.com/interactive/2018/01/02/
technology/ai-generated-photos.
html?searchResultPosition=4

1

Screenshot from https://news.mit.
edu/2015/how-three-mit-students-
fooled-scientific-journals-0414

2

Screenshot from https://www.wired.
com/story/ai-text-generator-gpt-3-
learning-language-fitfully/

3
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As these systems are becoming more and more 
widespread, they are also becoming more and 
more invisible to us. Francis Tseng writes that «In 
its pervasiveness, machine learning is becoming 
infrastructural. Like all infrastructure, once it matures 
it will become invisible.»9 Machine Learning systems 
are growing more and more powerful. But at the same 
time they are gradually becoming too smooth for us to 
notice them. And as we stop noticing them, we also stop 
challenging them and questioning them. As a designer 
working in the intersection between graphic design 
and interaction design I am fascinated by the fact that 
there are so many aspects of machine learning that are 
invisible to us.

Tseng, Francis. «Monkeywrenching the 
Machine»

9

MACHINE LEARNING AS INVISIBLE INFRASTRUCTURE

Understanding materials has long been considered 
to be an essential part of the skillset of a designer. As 
interaction design has matured as a design discipline, 
discussions around materials and materiality have 
become increasingly important. How might we frame 
the software, interactions and code that interaction 
designers work with as design materials? 

When we think about machine learning within 
interaction design, we often associate it with 
productivity and efficiency. Machine learning is used to 
improve things like recommendations, search results, 
notifications and ads. Implementing machine learning 
can be a powerful way of improving and personalizing 
the user experience. This way of approaching machine 
learning largely focuses on usability, efficiency and 
productivity. While I recognize this as an important 
field within interaction design, my approach in this 
project is somehow different. In stead, I frame machine 
learning as a design material, and my research focuses 
on exploration and experimentation. I see this as a way 
of unpacking the processes that go into working with 
machine learning.

MACHINE LEARNING IN DESIGN DISCOURSE
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My approach has partly been inspired by other 
designers and projects that explore digital software as 
design materials. 

The design studio Bakken&Bæck have done several 
projects where they experiment with machine learning. 
In 2016, they created a robot journalist using machine 
learning - “a digital football reporter that writes articles 
like a human.”10

Anna Ridler is an artist with a background in information 
experience design. In her work she actively works with 
self-generated datasets and the creative potential of 
machine learning. Ridler’s way of working with and 
thinking about machine learning have inspired my own 
way of working in this project.

“Making Visible: Mediating the material of emerging 
technology” is a PhD project by Timo Arnall. While 
Timo’s research explores a completely different 
technology, his thoughts and reflections on materiality 
within interaction design have inspired this project. 11

MACHINE LEARNING IN DESIGN DISCOURSE

Anna Ridler

Waldal, Espen «Building a Robot 
Journalist » Medium. 21.08.21 https://
medium.com/bakken-b%C3%A6ck/
building-a-robot-journalist-
171554a68fa8

10

11 Arnall, Timo. Making Visible - Mediating 
the material of emerging technology. 
PhD Thesis. Oslo School of Architecture 
and Design. 2013.
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How can we talk about machine learning as a design 
material? While it is tempting to compare machine 
learning to more conventional design materials, this 
comparison quickly falls short. Machine learning is 
different from other design materials because we cannot 
properly understand how it behaves. When working 
with a piece of wood, it is easy for us to understand and 
explain how the material behaves the way it does - for 
example why it expands with increased humidity. With 
machine learning, the behaviors and characteristics of 
the material are often more opaque and unclear. This is 
largely why machine learning systems are often referred 
to as black boxes. Data goes in and a result comes out, 
but the processes between input and output are often 
opaque and unclear. Machine learning is also more 
unpredictable than more typical design materials.

MACHINE LEARNING AS DESIGN MATERIAL

“(...) framing machine learning as a 
design material is an appropriate way 
of working with it. (...) Compared to 
traditional design materials, machine 
learning is more unpredictable, 
emergent, and “alive””12

Because aspects of the software are inexplicable, 
unpredictable or opaque, challenges of understanding 
and explaining are often central when working with 
this technology. While it is uniquely different from more 
conventional design materials, there are still aspects 
of machine learning that designers can work and 
experiment with. As I write more closely about in my 
reflections, there is a lot we can learn from exploring and 
studying training datasets, or the outputs that machine 
learning models produces.

Luciani, Lindvall, Lövgren. «Machine 
learning as a design material: a curated 
collection of exemplars for visual 
interaction» 

12
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In this diploma I consciously chose to work with 
machine learning through a narrow scope - by using a 
design experiment as a starting point. The initial idea for 
this project was to do a series of smaller experiments 
-  exploring different machine learning models and 
different datasets. In stead, I decided to focus on only 
one particular machine learning model using one 
particular dataset. My hypothesis was that this would 
allow me to delve deeper into the material and to reflect 
upon larger, over-arching themes within machine 
learning, but to do so in a manageable way. Scoping 
down my focus was therefore a conscious choice, made 
quite early in the process. 

After mapping and researching possible models and 
datasets, I chose to work with GPT-2 using an archive of 
letters written by my great-grandfather.

SCOPE AND NARRATIVE

On the following pages I write a few words about the 
dataset that I work with, and the reason for choosing this 
scope. 

SCOPE AND NARRATIVE



34 35

SCOPE AND NARRATIVE  -  THE DATASET

My great grandfather, at 91 years old. Scotland, 2007.

The dataset that this experiment is based upon is 
an archive of personal letters written by my great 
grandfather David Fergus.

The letters are part of a letter correspondence between 
David and my grandfather Michael Fergus, spanning 
over a period of 40 years, from 1965 to 2007. David lived 
in Linlithgow, a small town in Scotland, and Michael 
lived in Oslo, Norway. Writing letters was their primary 
means of communication, their way of staying in touch. 
The two sent each other letters at regular intervals, 
about three times a week. In these letters they would 
write about their daily acitivities, their friends and family, 
politics, culture, and anything else that might interest 
them at the time.

The letter correspondence consists of 31 heavy ring-
binders consisting of around 8,000 hand-written and 
typed letters, approximately 15,000 pages in total. Each 
letter is between 1-3 written pages in length.

The material and visual qualities of the letters vary 
widely. It is a diverse collection of different paper 
qualities, formats, layouts, colors, typographic styles 
and printing techniques. The letters carry traces of the 
context they have been created in. Like most old letters, 
they are marked by small imperfections and flaws - 
water marks, scribblings, ink stains, errors in print, words 
that are crossed out, misspelled or underlined.

SCOPE AND NARRATIVE  -  THE DATASET
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There are several reasons why I chose to work with this 
letter archive as a basis for the dataset. 

First of all, I wanted to go through the process of 
collecting my own data from scratch. There are seveal 
datasets avaiable online that are already cleaned and 
formatted properly for machine learning training - 
collections of poems, Lord of the Rings, Shakespeare. I 
could, of course, train the model on one of these readily 
prepared datasets. However, I conciously chose to 
collect my own data from scratch as I was curious about 
what I could potentially learn from this process.

The letter archive contains a very personal material. 
These letters tell the life story of my great grandfather. 
But they also partly tell the story of my family - the pages 
are filled with different anecdotes and stories about 
family members (myself included). I was interested 
in the implications of training a machine learning 
model on such a personal material. Is it really possible 
for a machine to recreate the language of my great-
grandfather? Could a machine possibly replicate his 
sense of humor or unique style of writing? What stories 
might the machine generate?

As a designer I was naturally drawn towards the visual 
qualities of the letters; the typography, materials, colors 
and printing techniques. I enjoy working across both 
analogue and digital formats, and was curious about 
how I could work with these analogue letters as a digital 
material. What does it mean to translate this messy, 
analogue archive of letters into data? What does this 
process look like and what could it possibly tell me 
about machine learning?

SCOPE AND NARRATIVE  -  THE DATASET
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Even though it is uncertain exactly what GPT-2 will 
be used for in the future, the release of the model has 
caused a lot of discussions. What does it mean that 
machines can generate human-like text? 

The machine learning model that I work with is 
called GPT-2. GPT-2 (short for Generative Pre-
trained Transformer 2) is an open-source artificial 
intelligence created by OpenAI in February 2019.13 It is 
a natural language processing algorithm trained with 
a simple objective: to predict the next word, given 
all the previous words within a given text. One of its 
most popular characteristics is its ability to generate 
coherent passages of text that feel close to human 
quality. Train the model on the entire corpus of the Harry 
Potter books, and the machine will in turn generate 
new chapters in the exact same style of writing as 
J.K.Rowling. 

 “Give it a fake headline, and 
it’ll write the rest of the article, 
complete with fake quotations and 
statistics. Feed it the first line of a 
short story, and it’ll tell you what 
happens to your character next. It 
can even write fan fiction, given 
the right prompt.”14

SCOPE AND NARRATIVE  -  THE MODEL

There are several reasons why I chose to work with 
GPT-2. I have always been interested in the relationship 
between design, language and writing. As an interaction 
designer I am interested in how new emerging 
technologies shape written communication and 
language. In previous projects I have explored language 
algorithms that are similar to GPT-2. My practice as a 
visual designer largely revolves around giving shape to 
written language.

I find GPT-2 interesting because it roughly works in the 
same way as other generative models - such as machine 
learning models that can generate fake images, video or 
audio. My hypothesis was therefore that using GPT-2 as 
a starting point could allow me to also comment upon 
other, similar machine learning models.

There are language models similar to GPT-2 that are 
significantly more powerful (for example GPT-3, the later 
and more sophisticated successor of GPT-2). I chose 
to work specifically with GPT-2 because it is available 
through RunwayML.* Using Runway has allowed me to 
easily work with the model without spending too much 
time on coding.

RunwayML is a platform for creatives to 
use machine learning tools in intuitive 
ways without too extensive prior coding 
experience

*

OpenAI. «Better Language Models and 
Their Implications»

13

Vincent, James. «OpenAI’s new 
multitalented AI writes, translates, and 
slanders»

14

SCOPE AND NARRATIVE  -  THE MODEL
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(A MINI EXPERIMENT)
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In order to get to know GPT-2 a little bit better, I did a 
small experiment. Inspired by a Chinese fortune cookie 
I got from a friend, I wanted to see if I could train the 
GPT2 model to tell fortunes. What would it feel like to 
have your fortune told by a neural network? Could the 
algorithm possibly tell fortunes that made sense? 

I collected a dataset of fortunes that I found on the 
internet, fortunes that are all written by humans, and 
trained the GPT2 model on this dataset. 

The outcome of this small experiment is this small book 
called Fortune Cookie, which compiles 2127 fortunes 
that are written by GPT-2. This was a quick experiment 
that allowed me to get to know the GPT-2 model a little 
bit better. It also resulted in a physical object that was 
useful to discuss and communicate my project with 
others.

PRELUDE

PRELUDE
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The book is designed so that the fortunes can be cut 
out.
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Experiment
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The design experiment itself spanned over around 
eight weeks. Most of the time was spent collecting and 
preparing data. 

There are three main stages when working with 
an experiment like this. Firstly, data collection and 
preparation. Secondly, training the model on the 
data. Thirdly, observing the output that the model 
produces based on the data. As I wanted to prioritize 
experimentation and research, I moved back and forth in 
between these three steps. I tested the model on several 
different amounts of data. Through small iterations 
and tests I tried to answer different questions I had 
regarding the model. 

I continuously moved in between experimentation and 
reflection. I would for example test the model on a small 
part of the dataset, and write down my reflections and 
observations. I tried to document as much as possible, 
by writing, taking screen-shots and photos.

EXPERIMENT

My reflections and insights from the experiment are 
articulated as six main observations. You can choose to 
continue reading here, or you can move to

->   www.writingwiththemachine.com

to read the observations here. The text on the website 
is also linked to the different works and texts that I have 
used in my research. 

If you choose to visit the website, you can continue 
reading this report by moving to the next chapter on 
page 69.

EXPERIMENT

http://www.writingwiththemachine.com
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It is interesting to think about everything that gets lost in 
the translation, or transcription, of a set of data like these 
letters. There is so much more to these letters than the 
plain text that is left after it has been transcribed and 
cleaned. Scribblings that my great-grandfather would 
make, images or news clippings he would attach, water 
marks, coffee stains, small drawings. 

Sometimes the print wheel of my great-grandfather’s 
typewriter would refuse to print a particular letter, and 
he would write about how he had to go into town to buy 
a new one. Over periods he would write on incredibly 
thin paper. One of the letters have a cat’s footprints on 
it - presumably his cat walked across the desk and left 
her footprints on the paper. Another letter is marked by 
“traces of breakfast”, as my great-grandfather probably 
spilled some of his food on the page.

01 DATASET
EXPERIMENT

As a designer I find all of these material qualities visually 
interesting. But more importantly, these details can 
remind us that the raw material that training sets for 
machine learning draw from are always products of 
people. The imperfections give us small hints about the 
context in which these letters have been created. 

It is sometimes easy to forget in this digital world, that 
what we see on our screens once started out in the 
real world. While machine learning systems might have 
different cultural or social contexts, the data that they 
are built upon is always human.

Detail from the dataset. A letter marked by the cats footprints. 

EXPERIMENT
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Before I could train GPT2 on the archive of letters, the 
letters had to be digitized and transcribed into a format 
that is legible to the model. More specifically, I had to 
transcribe all of the text in these letters into plain text, 
formatted as txt-files.

As I wanted to collect as much data as possible, I 
had to find a way to do so efficiently. By using Optical 
Character Recognition*, I could convert images and 
scans of the original letters into machine encoded text. 
After testing several different OCR converters online, I 
found that using the OCR function in Google Docs was 
the best option to work with, as it allowed me to easily 
edit, correct and collect the text as I converted each 
original letter.

As you can tell from the images on the right, the OCR 
converter returns a transcription of what it thinks it 
sees. However, smudges, errors in print, hand written 
scribbles or outdated typographic styles make it hard 
for the technology to sort out the words. Once the text 
becomes smudged or skewed, the machine no longs 
knows what it is looking at. 

02 CREATING DATA

Optical Character Recognition is the 
electronic conversion of images of 
typed, handwritten or printed text into 
machine-encoded text.

*

EXPERIMENT EXPERIMENT
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The process of transcribing and cleaning a dataset 
from scratch was extremely time-consuming, repetitive, 
messy and mildly exhausting. This experience made it 
clear to me how data is never raw - it has to be created. 
In order for GPT2 to be able to make sense of this 
archive of old letters, I had to recreate them as txt-files - 
in short, I had to create data. As writer Adam Greenfield 
puts it

Data does not simply exist, it has to be collected, 
cleaned and organized. And more importantly, doing so 
requires a lot of human effort. The machine could never 
have transcribed these letters all by itself - I manually 
had to edit and correct the text that the OCR-scanner 
transcribed.

“ (...) there is no such thing as «raw 
data». Whatever data we measure 
and retain with our sensors, as with 
our bodily senses, is invariably a 
selection from the far broader array 
available to us; perception itself is 
already a process of editing and 
curation.” 15

Greenfield, Adam. Radical Technologies: 
The Design of Everyday Life. (London, 
Verso, 2017), 177.

15

EXPERIMENT

When creating the dataset, I made a frustrating but 
crucial discovery: I would need a lot of data in order for 
the model to preform well. Simply training the model on 
a few letters from the archive did not work - the model 
would just repeat certain sentences or phrases and the 
text was unpredictable and inconsistent. As I gradually 
collected more data, I tested how the model preformed 
with different amounts of data. And as the dataset grew 
larger, the output that the model produced got better 
accordingly.

03 GHOST LABOUR
EXPERIMENT
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The process of putting together this data was time-
consuming, repetitive and monotonous. By the end of 
four intense weeks, I had collected a dataset of 3.4 MB 
of plain text, neatly organized as txt-files within a folder 
on my computer. 

Most machine learning models require excessive 
amounts of data. Machine learning datasets are usually 
enormous and consist of millions of images or pages 
of text. As I experienced in my own experiment, data 
quantity largely influences how well the model performs. 
Within the field of machine learning, it seems like the 
general view is that the more data, the better.

Because machine learning require extremely large 
datasets that also have to be properly formatted and 
cleaned for training, a lot of time and effort goes into 
data preparation. Today, up to 80% of the time spent 
on machine learning is allocated to data-related tasks.16 
This shows the importance of data preparation in 
machine learning. In the case of my own experiment, I 
spent most of my time preparing and formatting the data 
for training.

As the process of creating datasets is time-consuming 
and laborious, it is usually outsourced to human workers. 
Even though this labour is crucial in order to build and 
maintain machine learning systems, it is usually very 
poorly compensated. Anthropologist Mary Gray and 
computer scientist Sid Suri refer to such hidden labour 
as “ghost work”.17

EXPERIMENT

“One of the less recognized facts 
of artificial intelligence is how many 
underpaid workers are required to help 
build, maintain and test AI systems.” 18

Human workers at the headquarters of Ruijin Technology Company in Jiaxian. They identify objects 
in images to help artificial intelligence make sense of the world.

Heller, «Data Labelling: AI’s Human 
Bottleneck»

16

Gray, Suri, Ghost Work (Boston: Mariner 
Books, 2019)

17

Crawford, Atlas of AI (United States of 
America: Yale University Press, 2021), 63. 

18

EXPERIMENT
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By collecting, cleaning and preparing my own dataset 
from scratch, it became clear to me how many decisions 
that go into creating a dataset. There were a lot of 
decisions I had to make when putting everything 
together. Even though I tried to do be as «objective» as 
possible, I still had to make decisions about what text to 
remove or include, and how to put everything together, 
etc. 

Data labelling is a similar example of how human 
decisions are a central part of building machine learning 
datasets. Data labelling is the process of identifying raw 
data and adding meaningful labels so that the machine 
learning model can learn from it. To build an image 
recognition system that can, for example, recognize the 
difference between a horse and a dog, a person has to 
collect, label and train a neural network on thousands 
of labelled images of cats and dogs. As images don’t 
describe themselves, humans have to explain and label 
them so that the machine can make sense of them. 
When teaching machines how to make sense of the 
world, we also teach them our own way of making sense 
of the world - we teach them our values and norms. As 
Cassie Kozyrkov writes

04 SUBJECTIVITY AND BIAS

“When we create machine 
systems based on data, we teach 
them a sense of our values.” 19

EXPERIMENT

We have a tendency to think about datasets as objective 
and neutral. There is a common myth that machine 
learning systems and the datasets they are built upon 
are objective and scientific descriptions of the world.20 
However, unpacking and studying the processes that 
go into building them, can show us that creating data for 
machine learning involves a lot of human subjectivity. 
Because machine learning datasets are built by people, 
they also quite naturally come to repeat and enshrine 
the outlook of those who have put them together. 

“(...) gathering and labelling data 
about the world is a social and 
political intervention, even as it 
masquerades as a purely technical 
one. The way data is understood, 
captured, classified, and named 
is fundamentally an act of world-
making and containment.”  21

Kozyrkov, «What is “Ground Truth” in AI? 
(A warning.)».

19

Crawford, Paglen, «Excavating AI: The 
Politics of Images in Machine Learning 
Training Sets».

20

Crawford, Atlas of AI (United States of 
America: Yale University Press, 2021), 
121. 

21

EXPERIMENT
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There are also other ways that machine learning systems 
can come to express human objectivity and bias. The 
original material that datasets are built upon might 
contain biases in itself, even before it is translated into 
data and used for machine learning.

When going through the letters written by my great-
grandfather, it became clear to me how his writing 
clearly mirrored his way of viewing the world. The letters 
reveal how he was evidently a product of his time.

There are certain phrases (as the ones above) that are 
very outdated. I chose to include these in the dataset as 
I wanted to sensor the text as little as possible. 

EXPERIMENT

Language models are trained on enormous corpuses of 
text, usually millions of text documents that are gathered 
from the internet. GPT-3, for example, the successor 
of GPT-2, was trained with data from CommonCrawl, 
WebText, Wikipedia, and a corpus of books.22 As 
Meghan O’Gieblyn writes, it is frightening to think about 
what is included in this corpus - «the holy books of 
every major religion, most of world philosophy, Naruto 
fanfic, cooking blogs, air mattress reviews, supreme 
court transcripts, breeding erotica, NoFap subreddits, 
the manifestos of mass murderers, newspaper archives, 
coding manuals, all of Wikipedia, Facebook, and 
Twitter.»23 Naturally, the model will inherit the biases and 
values that are expressed in these texts.  

There are several different ways that machine learning 
systems can come to mirror human subjectivity and 
bias. The model I have built naturally mirrors my great-
grandfathers biases - it is trained on a material that 
expresses his values and beliefs. It is also shaped by my 
own subjective way of editing and putting it together. 
Because people are always involved in one way or 
the other, machine learning models naturally come to 
enshrine human attitudes. 

Most machine learning systems are a lot larger and 
more complex than the one I have built. Because of the 
sheer complexity and size of machine learning datasets, 
it is hard to sort out where the biases originate from. 
Datasets are often owned by private companies and it is 
hard to track down the process of how they were built.

Romero, «A Complete Overview of GPT-
3 — The Largest Neural Network Ever 
Created».

22

O’Gieblyn, “Babel - Could a machine 
have an unconscious?”

23
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After putting together my dataset, I could finally 
train the GPT-2 algorithm on it. I trained the model in 
RunwayML. Training the model on 3.5 MB of data took 
about 2 hours. Training the model was the part of the 
process where I had the least control over what was 
really happening. I uploaded the dataset, and received a 
notification when the training was over. What happened 
in between these two steps is difficult for me to 
understand and explain.

Machine learning is often referred to as a black box - 
data goes in and a result comes out, but the processes 
between input and output are often opaque and unclear. 
As writer James Bridle puts it :

“Despite increasingly 
sophisticated systems of both 
computation and visualization, 
we are no closer today to truly 
understanding exactly how 
machine learning does what it 
does; we can only adjudicate the 
results.” 24

05 UNPACKING BLACK BOXES
EXPERIMENT

We can explain the logic that these models are built 
upon, and to a certain extent understand how they 
operate. But it is impossible to have a perfectly clear 
understanding of the connections between input and 
output. 

Certain aspects of machine learning might always be 
inexplicable to us. My experience from experimenting 
with GPT-2 is that there is a lot we can learn from simply 
observing the dataset that these systems are built 
upon, the process that goes into creating them and the 
outputs they produce. 

In a paper called “Datasheets for Datasets” a group 
of scientists proposes that all datasets should “be 
accompanied with a datasheet that documents 
its motivation, composition, collection process, 
recommended uses, and so on.”25 Being more open 
about what material datasets are built upon and how 
they are created, might increase transparency and 
accountability. It might allow for more openness around 
biases, subjectivity and the labour that goes into 
creating these systems. This might be a good way of 
starting to unpacking the black box. 

Bridle, New Dark Age: Technology and 
the End of the Future (Croydon, Verso 
Books, 2018) 119.

24

25 Gebru, Morgenstern, Vecchione, 
Vaughan, Wallach, Daumé III, Crawford, 
«Datasheets for Datasets»

EXPERIMENT
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Although coherent, based on the input, the synthetic 
letters that the GPT2 model produces are somehow 
warped and imperfect reflections of the original letters, 
generating uncanny and curious moments. At first 
glance, skimming quickly through them, they might 
come across as letters written by my great-grandfather. 
But as you start reading them more thoroughly, you quite 
quickly start to notice small glitches and imperfections 
in the text. While the vocabulary and style of writing in 
the synthetic letters is very similar to the original dataset, 
there are certain sentences that the model generates 
that are completely non-sensical.

06 DREAM-LIKE IMPERFECTIONS

Ridler, Ward Dyer. «Fairy Tales 
and Machine Learning: Retelling, 
Reflecting, Repeating, Recreating» 

26

EXPERIMENT

Georgia Ward Dyer and Anna Ridler writes about this 
dream-like quality of generative machine learning

Even though machine learning systems can produce 
content that is very close to human quality, it is 
inaccurate to think that they understand the world in 
the same way that we do. When shown a picture of an 
elephant, the model does not see an elephant, but rather 
patterns, pixels and data. GPT-2 does not understand 
the meaning of the sentences it generates, nor the 
meaning of the text it is trained on. 

The model generates seemingly realistic stories about 
the same topics, people and places that my great-
grandfather wrote about. However, small glitches in the 
text reveal how the machine has no real understanding 
or knowledge about the things it is writing about. 
Because GPT-2 has no sensory access to the world and 
no programmed understanding of spatial relationships, 
it often does mistakes that no human ever would. 

“Our waking life experience 
equates to the machine learning 
program’s ‘training set’. When we 
dream, our brain uses this sensory 
data as the raw material from 
which to recreate a detailed and 
internally coherent world, just as 
the program takes from its training 
set to build up its own picture of 
the world and what it means.”26

EXPERIMENT
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The dream-like and imperfect qualities of the material 
that these models produces are captivating - as they 
often reveal the machine’s flawed understanding of the 
world. They often spark curiosity. These imperfections 
have some of the same qualities of other ML generated 
content, like for example generated images or video.

Images of dogs, dreamt up by BigGAN. These images have the same dream-like quality as the 
letters generated by GPT-2.

EXPERIMENT

Machine learning systems will most likely improve their 
performance over time. As these systems gradually get 
more powerful, they also get better at deceiving us. 
Once the imperfections and glitches disappear, it will 
be even harder for us to sort out the difference between 
material written by a human and material written by the 
machine.

EXPERIMENT
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The design experiment resulted in a lot of new 
materials, observations, reflections and knowledge. 
My computer was filled with scans, screen-shots and 
images, and my notebooks were filled with scribbles 
and observations from the process. I now had to find a 
way to communicate this body of work. After sketching 
briefly on different possible formats, I decided to create 
three different books, alongside a website. 

The main purpose of the three books is to showcase 
materials from the experiment. Each book shows 
material from separate stages of the experiment. By 
creating three separate books I wanted to highlight 
how the text changes throughout the experiment - the 
original archive of letters, the digitized letters, and the 
new, machine generated letters. The books allow for the 
reader to browse, compare and explore materials from 
the different stages. Each book is bound and printed 
slightly different. I chose to create books because I 
wanted to showcase materials from the experiment 
through a printed, physical format. 

The website highlights observations and reflections 
from the project. I chose to create a website as it is easy 
to distribute and share. I also wanted the website to 
function as a resource with links to the research that the 
project is built upon.

COMMUNICATION
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The first book compiles a selection of scans from the 
original archive of letters. With this book I wanted to 
highlight the material qualities of the original dataset. By 
cropping and enlarging the scans, I bring the readers 
attention to particular details of the letters - outlined 
words, coffee stains, hand-written scribblings. The book 
includes my own notes and remarks about the letters, 
keywords that I noted down as I was working with the 
letters. 

The pages in the book are organized as unbound, loose 
sheets. I wanted the interaction to resemble the feeling 
of browsing through the original letter archive - as the 
original letters were organized as piles of loose pages, 
so are the pages in this book. The reader can easily take 
out the pages and explore, pass them around, compare 
them to the other books etc. 

COMMUNICATION

BOOK 1 

ARCHIVE
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The second book deals with the process of transcribing 
and digitizing the text data in the letter archive. I wanted 
to show snippets from the digitization process - for 
example how the OCR technology (mis)interprets the 
letters. 

The book also contains the entire dataset that the 
experiment is based upon. I wanted to give the reader an 
idea of the actual size and length of the dataset. What is 
the physical size of 3.4 MB of data?

The text in this book is set in Menlo, a monospaced 
sans-serif typeface designed by Jim Lyles. Menlo is 
the default font in macOS TextEdit, and is often used in 
programming. Menlo therefore felt like an appropriate 
typeface for this book, as it is the same typeface that the 
txt-files from the dataset are set in. The book is printed 
on 80gsm paper, bound as a simple paperback. 

COMMUNICATION

BOOK 2 

DATA
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The third book presents a selection of the synthetic 
letters that the GPT2 algorithm generates. This is the 
outcome that the model produces based on the training. 
All of the text is entirely machine generated.

The layout and design of this book is a reinterpretation 
of the original archive of letters. Based on the letter 
archive I developed a graphic manual with a set of 
design principles for typography, spacing, layout etc.

The different typefaces are all variants of the typeface 
family Computer Modern, designed by computer 
scientist and mathematician Donald Knuth. The design 
of Computer Modern was influenced by the desire to 
achieve the «classic style» of books printed in metal 
type. The style therefore resembles the typographic 
style of the original letter archive - as most of the letters 
my grandfather wrote were written on his typewriter.

COMMUNICATION

BOOK 3 

SYNTHETIC LETTERS
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The different colors and paper qualities are inspired by 
the original letters. The book is bound by hand using 
classic kettle stitch bookbinding.
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The website highlights observations and reflections 
from the project. After a brief introduction to the setup 
of the experiment, six observations are presented in 
an order that follows the process - from the dataset 
in the very beginning, to the output that the model 
produces. Each observation is illustrated with images 
and examples from the experiment. I found that there 
were several observations that corresponded well 
with the research I had done earlier in the project. The 
findings and quotes from my research are incorporated 
to support my own observations. 

www.writingwiththemachine.com

A side menu makes it easy to navigate in between the 
different pages. 

All quotes are linked, so that the reader can easily 
trace the works and references that this project is built 
upon. I wanted the webstie to be a platform for sharing 
texts and works I have used throughout the project, 
as this might be of interest to other designers who are 
interested in exploring machine learning. In the Library 
section I have compiled a list of works that have inspired 
the project - directly or indirectly.

WEBSITE
COMMUNICATION

http://www.writingwiththemachine.com
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Reflection and
Conversation
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In order to evaluate my designs, I did a series 
of conversations. I see these conversations as 
‘communication tests’, to validate whether people 
understood what I had done and to see what reactions 
and discussions the designs could initiate. Using my 
designs as a conversational framework, I spoke to six 
different practitioners. To collect different perspectives, 
I talked with people from slightly different fields and 
backgrounds.

REFLECTION AND CONVERSATION

AUDUN MATHIAS ØYGARD

TIMO ARNALL

External Supervisor. Data scientist at Abelee, with 
expertise in deep learning, computer vision and 
machine learning.

Timo is co-founder of Playdeo and Ottica. He has 
a PhD in interaction design from AHO. Timo’s work 
revolves around (amongst other things) developing and 
explaining emerging technologies through different 
media. 

Audun has been an external supervisor for this diploma, 
and we have had several conversations throughout the 
process. As my own technical knowledge of machine 
learning is limited, it has been very valuable to review the 
material together with Audun at different stages of the 
project. This has helped me scope and plan my process. 
Audun has helped me understand how GPT-2 behaves 
the way it does, and has helped me answer technical 
questions regarding the material. 

I met Timo for a coffee in Oslo. Using the three books 
as a starting point, we talked about language models 
and generative text, machine learning and creativity, 
design and communication. We also discussed how we 
can frame digital technologies or software as design 
materials. It was a very fruitful conversation which gave 
me a lot of valuable feedback that I used to iterate on the 
design of the books. 

REFLECTION AND CONVERSATION
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ARJA KARHUMAA

Arja is a graphic designer and text artist, assistant 
professor and head of Visual Communication Design 
at Aalto University. Her work spans across typography, 
design, and experimental writing.

I met Arja for a coffee over Zoom. Arja lives in Helsinki, 
so I sent material for her to review by post before our 
conversation. Using the material I sent as a starting 
point, we talked about the material and generative 
aspects of text, design as a conversational tool. We 
discussed the relationship between humans and 
machines and how to tell the difference between text 
written by a human, and that by a machine. 

REFLECTION AND CONVERSATION REFLECTION AND CONVERSATION
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MICHAEL FERGUS

Michael is my grandfather, and the person who 
originally received the letters that my great grandfather 
wrote.

It was particularly interesting to get my grandfathers 
view on the third book - the machine-generated 
letters. How similar were they to the original letters? 
Is the machine really capable of recreating my great-
grandfathers style of writing? As my grandfather 
actually received the original letters, and knew my great-
grandfather very well - he could interpret the generated 
letters for me. The letters are filled with cryptic names of 
either people, places, or books that are completely alien 
to me. However, my grandfather could tell me the story 
behind each of these elements. 

According to Michael, the generated letters are quite 
successful in mimicking the original letters. All of the 
elements that my great-grandfather wrote about are 
there - it is impressing how many different details 
and anecdotes that the machine manages to include. 
However, it’s apparent that the machine does not have 
any real understanding of the sentences it generates. 
In the same way that it has no understanding of 
spatial relationships, it doesn’t have any programmed 
understanding of my great-grandfathers life or the 
context and meaning behind the stories my great-
grandfather wrote about. However, it does a good job in 
faking it.

REFLECTION AND CONVERSATION REFLECTION AND CONVERSATION
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EVEN WESTVANG

Even is the co-founder of Sanity.io, and has several 
years of experience working with technology and 
design. 

With Even I talked about GPT-2 and language models. 
We discussed the absurd and dream-like qualities of the 
content that machine learning systems produce, and 
how these systems might affect creativity and the future 
of creative professions.

REFLECTION AND CONVERSATION

TOBIAS BÆCK

Tobias is co-founder of Bakken&Bæck, a design studio 
working in the intersection between technology and 
design.

It was interesting to hear Tobias’ perspectives on how 
design studios and commercial actors can work with 
complex technologies like machine learning. Even 
though Bakken&Bæck mostly do commercial work, they 
also do projects that focuses more on exploration and 
research.

We also discussed how different disciplines can 
collaborate when working with emerging digital 
technologies. Tobias told me that B&B always strives 
to work across disciplines. Their previous projects 
that deal with machine learning have all been 
collaborations between people within different fields. 
As different professions have different ways of seeing 
and approaching machine learning, collaboration is 
important in order to deal with complexity.

REFLECTION AND CONVERSATION
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In each of these conversations I brought the books with 
me, using them as a starting point for the conversation. 
I found that using the material as a conversational prop 
was useful, as it led to several interesting conversations 
on machine learning, but also on design as a discipline. 
People would often point to details in the material and 
ask questions, or refer to the books as an example when 
talking about an aspect of machine learning. The books 
sparked curiosity. People found the material to be an 
unusual and refreshing way of approaching machine 
learning. 

In the first conversations, I only brought the books with 
me. In the last conversations, I also sent the website 
beforehand. I found that when only using the books, the 
conversation would often end up in unexpected places 
and topics. When using the website in addition to the 
books, the conversation was more focused around 
the observations and reflections. The six observations 
presented on the website became the main areas that 
the conversation circulated around. The website was 
therefore helpful in steering the conversation in the 
direction I wanted. 

It was interesting to see how people from different 
backgrounds understood and saw the material 
differently. All of the people I talked to noticed and 
commented on different details in the designs. For 
example, with Arja I mostly talked about the material 
aspects of text and the communicative qualities of visual 
design, while with Even I discussed more technical 
aspects of how generative text works. 

THOUGHTS AND REFLECTIONS 
AFTER THE CONVERSATIONS

REFLECTION AND CONVERSATION

I found that presenting the material through three 
separate books created a structure that made a lot 
of sense to people. The third book was particularly 
entertaining - people found the machine generated 
letters intriguing and amusing.

In these conversations I also noticed how people would 
take time to observe and read the material. Both the 
books and the website requires that you take some to 
go through it. You have to do a bit of reading before 
you can properly get something out of the experience. 
Even though the books are not meant to be read from 
beginning to end, they still require that you take some 
time to sit with the material, and take some time to 
observe and reflect upon it. 

REFLECTION AND CONVERSATION
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While I am content with where the project has landed 
after these months, there are several aspects of this 
diploma that I would like to research further. There are 
areas and ideas that I would have liked to look more 
into, but there was simply not enough time. Below are 
some different thoughts on what I would have liked to 
investigate further. There are areas I plan to research 
further after the delivery. 

 It would be interesting to look into the possibility of 
programming the design of the generated letters. There 
are several typographic details in the original letter 
archive that I would have liked to have explored further. 
The visual qualities of the original letter archive can be 
translated into code - colors, typography and layout. 
Programming a software to design the letters would be 
an interesting way of collaborating with the machine. 

 I would have liked to collect even more data - and 
to transcribe the entire collection of letters. Even though 
I am satisfied with the amount of data I managed to 
collect within this short amount of time, transcribing 
all of the letters would give an even more accurate 
representation of the original archive.  

 My great-grandfathers letters are only the 
first half of the letter archive, as they are part of a 
correspondence with my grandfather. It would be 
interesting to train an algorithm on the second half of the 
archive - the letters that are written by my grandfather 

FINAL REFLECTIONS

- and to program the different models to communicate 
with each other. Creating such a letter-writing machine 
is possible, but doing so would be quite time-consuming 
- as it would require a lot more data, and a bit more 
technical knowledge and tinkering. 

 As mentioned previously, my way of working with 
machine learning is in a very designerly manner. While 
I know some coding languages to a certain extent, I 
am no programmer. I have tried to embrace my own 
technical limitations and scoped the project accordingly. 
However, I believe that I could benefit from working 
even more closely with a programmer or a person with 
more specialized knowledge within machine learning. It 
would be interesting to explore other machine learning 
models using the same dataset. This could also open 
up possibilities for implementing the model into other 
outputs than printed books. It would be interesting to 
implement the model into a more interactive design.

FINAL REFLECTIONS
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Is it somehow difficult to reach a conclusion by the 
end of a project that has spanned in so many different 
directions. My process has been sprawling, at times 
reaching in several possible directions. 

The project has allowed me to expand and challenge 
my design skills and to reflect upon several different 
aspects of machine learning. I have learned a lot about 
machine learning systems and the process that goes 
into building them. The project has also allowed me 
to reflect upon my own discipline, design. I have truly 
enjoyed combining and experimenting with tools and 
methods that I have acquired throughout five years of 
design studies. I believe that this has helped me mature 
and strengthen my skillset as a designer.

ON MY OWN PRATICE
FINAL REFLECTIONS

Using the design experiment as a framework for the 
project turned out to be very helpful. Narrowing the 
scope in this way made it possible for me to dive 
deeply into the material, allowing me to work with 
details, and to explore, experiment and iterate. Framing 
machine learning as a design material and exploring 
in it through a hands-on approach made it possible for 
me to learn a lot within a short time frame. Iterating in 
between experimentation and research allowed me 
to reflect upon over-arching themes within the field 
of machine learning in a designerly manner. There are 
several observations I could not have made by simply 
creating wireframes or mock-ups in Figma or XD. I had 
to go though the extensive process of building my own 
dataset, and experimenting with this material in order to 
be able to do these observations.

Materiality has been a recurring theme throughout 
the project - this was also a recurring topic in my 
conversations. Understanding materials is considered 
to be essential for designers. There is a long tradition 
of materiality within design discourse, but this tradition 
largely focuses on conventional and physical design 
materials. I believe that there is a lot we can learn from 
applying material approaches within digital design 
as well. Framing the software and digital systems 
that we design with as design materials might invite 
us to be more curious and aware of how they are 
constructed and how they work. It can help us better 
see and understand new aspects of seemingly complex 
technologies. 

ON THE METHOD

ON MATERIALITY

FINAL REFLECTIONS
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Explaining and articulating the project has been a 
recurring challenge in this project. Because machine 
learning is a complex technology, it has been a 
challenge to find the right balance in how to explain 
the project. What technical details should I explain, and 
what should I leave out? When do too many technical 
details get too confusing? As the project is primarily 
meant for people who already have a certain level 
of knowledge about machine learning, I have tried 
to tailor the communication accordingly. All of the 
conversations I did throughout the project were very 
helpful in prototyping how to articulate the project. 
They helped me figure out whether people understood 
what I had done and to understand how to explain and 
communicate my process.

Pointing to examples, details and observations from 
the experiment was an effective way of sparking 
conversation about different aspects of machine 
learning. I found that using the letter archive as a starting 
point for the experiment was very useful because it 
allowed me to build an engaging narrative that sparked 
curiosity. Working with the visual elements of this 
archive was a process I throughly enjoyed - especially 
designing the third book as a reinterpretation of the 
original letter archive. 

ON COMMUNICATION
FINAL REFLECTIONS

The main ambition of this project was to investigate 
how design might be used to explore and communicate 
different aspects of machine learning. I find that 
machine learning can be approached through 
a combination of material experimentation and 
communication. While machine learning is uniquely 
different from other more conventional design 
materials, there are still aspects of it that designers can 
experiment creatively with. 

The designerly way of approaching machine learning 
is uniquely different from that of other fields - such as 
engineering, linguistics or sociology. I do not mean to 
claim that this approach is any better or more superior 
to that of other fields. On the contrary, I believe that 
collaborating across disciplines is crucial when working 
with machine learning. 

With the ability to communicate, visualize and to evoke 
emotion, designers can offer unique ways of seeing 
and thinking about new emerging technologies. I 
believe that this approach can be a valuable and unique 
contribution to technology discourse, as it might allow 
for more diverse and nuanced conversations.

CONCLUDING REFLECTIONS
FINAL REFLECTIONS
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Lars Marcus Vedeler for providing me with constructive 
feedback, inspiration and support throughout the 
project.
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Arja Karhumaa, Timo Arnall, Even Westvang and Tobias 
Bæck for sharing your perspectives and for taking the 
time to reflect upon the project together with me.

Mikkel Jøraandstad for feedback and support
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